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A fewt yesvs ego Professcor Brzozowski (whose conference paper im on
conething enuirely differant), wrote a survey paper [1} on regular ex-
pressins, sidich proved 0 be quite helpful to thoss, like the readars of
the prasent yaper, who vanted & swmary sccount of regulor expressions.
CWP: in tracketa are references listed at the end of the paper.} The
Presen’; paper wil’ be concerned with work done since that paper appesred,

"o begin with, regular expreseions are expresslons standing for regu
lar evmts {(cr repular langusges), which are certain sete of words. A wor
is & sring of eybols over some slphaboet, dencted by &.. Although < is
gameTk. any finite met, very often I will simply use the alphabet whose syn
bols axe O and 1. Ocoaslonsally I shall use the more axtended alphsbet
> {o,:..z } .

Pegular expreseions ere made up of letters of the alphsbat, and signs

. ghanflrg for sertein operstors, The tihree operatore are union, comcetena-

tioa ard star (or closure). Undon is the ordinary sci-theoretic union,

whose rign 1s "U". Concatenation is writlan ae a dot and sometimss is

dondted by mere Juxbtaposition, The toncatonation of two words is obieined
by writing the first word, and thon ths second word following it without any
mpaot. The concatanation of two eets of words tende to be thought of ef a

Cartemisn prodest; howeer, it s ot quite that. Lat O end /5 be two

m.ﬂ-ﬁwqﬂ,mcmmmtmao(wﬂ,ummum
words Shat ean be obtalned by a conoatemation of s word from X and a word
m,ﬂmmtm, rorm@e, if 4 - {o,m.wx}mﬁ- {1,11}
t‘hond(ﬂ - {m,m,mu.m,mm » Hote that the word 0l is ohbtained
in two wmys: mOeomaﬁamtedwithll,andasﬂeoneatamtadﬂithlo
This exsmple iz omough to show that concetenation is not a Cartesian
product,
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Bafore explaining the star operator, something should bo sald shout
the mull word. First, the mall word A and the eapty set P mugt bo dis-
tinguished; for the null word 1s the word of zerc length where the aupty
oot is the sat that has no werds at a1l as merbors; those behave quite dif-
Terently in regulsy expressions. IF the mull word is mystericus, just
thinkol’aw:ﬂo:leng*.ha. If you throw away one eyabol, you are left
with a word of length 2. Ther. if you throw sway another symbul, you are
lcttwit.ham'dorlmthl, nainglaunbol._ ¥hen you throv sway that
ayrbol you ave laft with a ward of zerv length, the null word. The concept
of the mull word turns ont to be important becguse of the manner in which
it concatenates with another word: thus, for any W, AW = K A= W. Ag a
consequence, for any set of, Ad oA o K. This behavior of the muil
word is almost ite definditiom,

By the way, e 680 in the nouation " A" & tendency that my tond to
dishesrten the logdoal parizt, but is coovendent in the practdcs of writing
regular expressicas, It is the notational identification of en object gnd
s unit oete Thus *A" in "Aok" mecns the unit set of the mull word; in
the mathamatics of yegnlar events a confusion never results from thie idspe
tification,

Go the otber hand, the empty set 6 1is a set~theoretic concept, meardng
a set m#mammw:ginit. In contrast %o the faet that
A = AA= oA, far any set A, A g « god =#, In order to ses this, 1t
hmwphﬂt@lnkﬂlintmhﬁm of the definition of
the concatenation of twg esta: a&ﬂiatbeutormwmobtﬁmdby
cmtmung f werd fmdund a word from f, But tmra ars no words in
8, ﬂnce,ﬂiaﬂmergbyﬂot. Hence A £ = g, stmllarly, fokm g,

The star operator can be defined gs follows s
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Hore n is a_uommgaﬁvs integar. Sines nomay bo O, Aédf', for every oA,
Kow the sbove deﬁni_tion i3 not a lopitigate axpression of symtolic logie
bocause of tho dots; which ave not easi?-.y elimnated. Another dofinition 1s
a8 follows: d"\ is tho nma].‘!.aat get con taining A and coataining, for every
word W Eal*‘end V&l the woid i

Thus ster is the iteration of concotenation. It in sometimes called

"closure®.

The restiricted rgg:ﬂar-mpmss:.on lonpuage consisty of urlon, cox}catona-

tion {aumdl by Juxtaposition), star, cach member of the slphabel (whatever
16 may be);, A\ aod fo The elarzes vegulare sxpression Yanguags has ell of
thie p‘.l.ua uh'MDn end éomplsmenmtione In this paper e ahall bg con=-
corned on]y with the restricted language and the term "resulsr axpression®

will ra!'sr t& an uxpmaaion of thia lenguagu.

. The languaga ei‘ reg,ular oxpressions surpaunea oot only the distinotion
between the wdd ut of & uord angd th.a word itaalf, bot also the distincticn
botwesn & '.I.etter of the alphabet and 8 word of 1ength one, Thus "o1n stands
for both a word énd the woit set of that vord, And "O" stancs for a letter
of tho alphabet, a word of 1ength one, sod the unlt set of that werd,

' Soms Laus whieh have been noticed obowt regular expreseions are the
follmi:i,._né: o ,
RV P RS POy
(2) Bk~ et gap
M A% 4fe A
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Cf themo {1} wad {2) heve alroady Lemn dimerssac, {3) can slon e
verified by sing back $0 a Liters? intarmmatation of either of the to-
deXinitions of the stay opermtor. (U} cen be proved by 2 gonoral tecl it
that could be called “proof by .r.'apm'..-..ing' . Tthat is, consider soy werd
W (-;-..l <6d~> ke A (vln:,) ("e“z) (vnun), weero sach U, £ gh o
each 7, £ (§. By roparsing the lact exprassion (usine the Pact that cou.

1

catenation 1s asaociative) ws ostablish that W {Uov]) (Ul?z)u . ”(Un-l 7, s
vhich shows that wé(la\ﬁ 'gﬂe Sinoe W is arbitrarily selected, this .
that od (5@1)’ = (d€ )'a(. Thua (i) 1s ostablished, by symmetry.

{S) 48 also eetablished eaaily by repareing. (6) is oo obviouz i
require procf. (7) ie perbape lsast dbvious of all, snd will be a<seuss:d
in detail belew. m (8), Reg ( o\. ﬁ)mm agy rvestrieted regular expyou
nade up exclusively from of and ﬁ; 1a othar words, contaiming no sceuruivcn
of the alphabet or leitsra thereof cutside of @A and .t? The proof of (/i)
by repstrsing is quite eiatlar to the proof of (5). However, oms must e
quite careful becawse () is trve only for restricted reguler exprossion..
It iz ™ longer trus Af intersection or vomplementation is allewed in
e (e, ) |

A pood rame for (9) 13 the development law, wiich is quite ohvions
the definitior: of the star operator.
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There ars two main rosearch prodblens about resular expre2slons. The
first concerns means of proving vaiid equations (such as the gbove ), whila
the second is the problem of inding interesting and frultfu) equations to
prove, The second prablsm will be diseussed only briefly at the end. Most
of the remainder of this papér will be concerned with the {irst problem.

Supposs we are given two regular expressions for comsarison. The
first question thst arises la, are they oqnal?_ If not, thon ia one includad
in the other? However, thore is a familimy and simple technique to handie
inclusion as an equation: thus a{iﬁm be true 1f aud only if
atuﬁ- 6 Thus the problem of proving equstion is foremost; a systematic
and successful spryeach to this problem could be called a calculus of regular
axprossions,

At this podnt it would be appropriate to say something axplaining the
commeotdon between this paper and the ymrpose of the conference sa & whole.
The diseipline of regular expresgions was originally introduced to describe
autonate in Kleens's paper {2), which was written way back in 1951 and
published in 1956 For meny years sinoce, this diseipline was interasting
to switehing theorists. HReoently, however, I have discovered that there is
considerabls interest in thia language among people who do advanced programming.
It 18 Likely thet their interest in the regular-axpreseion lengusge is due to
marny different m: but one important resson le that the regular operators
tum up frequently in the advanced study of mechanical languages. It must be
sald, of oourse, that rogular events (or langusges) only form 2 amell sub-
class of tha class of ail lapgusges that are interesting to advanced program-
mars. There are other classes which come closer to being candidates for the
class of all progremming languages, For example, there is tha class of
context-fres languepos. A less likely candidate would be the claee of
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conbextesensitive languages, = 1eap likely, becsvee it is too brosd, aod
because moet principies of formal language corstructlon seen to ba context-
frea principles. Indeed, ono sould argue that the clses of all context~Ires
langueges is too broad. But, in any case, the class of regular languages
is certainly too narvow, and the deficlarcy 18 mads up in the direction of
the class of context-free lLanguagss. Nevertheless, it 1s =t111 true that
the atudy of vegular evenis hes application to problens coming up in the
investigation of the brosder class of langusges.

In opite of ail thls speculation sbout poesibla applicat.iom, I would
1ike to suggest thet our proper attituds towards the study of regrlar ox-
pressione {and toward the theory of sutomata, in geperal) ehould be thab
1% i part of pure mathematics. Yia should attack the problems withoub
worrying about where the applicatlan is going to be. In spite of ita origin
4n ewitching thecry (or, more precisely, in perve-net theory) and present
vague relation Lo probdlems of advanced programuing, Wese cannections ars
ot altopether decisive in formmlatdng valid research objectives, I hope
these remarks sufficc to explain wy opinion ashout the applicability of rogu-
jar exprossions to the nore practicel matters in the computer soiences, and,
st the came time, to provide a linx between the contents of thim paper and
the conference 8s a whole.

Mer Yot us roturn to regulareexpression souatione, There nre several
mothods of proof, which I shall survey. meﬁratnmthodiathqtechnique
o! converting esch regular expression to a stats graph sud, them, rsducing
the state graphs aod testing whether the resulting state graphe are isoworphic.
Wes thereby make uce of & basic theorem frowd switehing theory, that two atats

graphs that recognirze ezactly the same langusges have to be {somorphic.
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Aind 0 shere it is, 3 procodure for tosting an sgustion, Thir method
ie foulproof, anc works gbsolutely, That is, given any tue regular gx-
Fressions, one can perform the test mechanically and provide a YOS Or A no
snsver to the quecilon o:t the:lr’ equality, The only trouble 1s that it is
not insightful; that 13, to say, when ene actually goss through this process
with & given b and 6_.. the mochanical nracedure that is used is usually not
2uch &3 to orovide any imigh-t_, inte tho nat.m of these regrlar exproasions.
For example, A anc ﬁmay bs useousl but closely relatad to each other. But
The proceduwrs would torminate with & no enswer and that would be the i of

. 1t; ore would not disaover eny rolationship. Even in cases where & yes an-
swar Yesults, after the computstion ie over there is usually a feeling that
one licks en understanding of why the two expreseions are equal. Generally
spegling, the resson that the method of “aat by state grapi: fails to produce
any iveight sbout the reguler sxpressions is that it goes cutside of the
languege of nguls:_'aﬁcpraaaion to teat the squality,

The sagend rethod of esiablishing the equality of regnlar expressions
1= proof by reparsing. This method was tsed shove to vorify that o (ﬁ d)* -
(gl 6)“ o4, To illustrate a more involved application it will now be used
to show that (0*1)“ ~Av @Ul)‘- 1, Note that thia equstion is sn instance
of lav (7) sbove. It :a assy to mee that the proof below is adequate to es-
tablish the more general lew, but the more specific instance is mors easily
discussed. :

To show first that (0*1)’ e l ] (oua)’ 1, consider sn arbitrary
word ¥ € (o"“l)*. Then W + Uylipecoll), 1 20. If 2= O then W e ) and then
we).u(oul)* 1. If n32, then for each i, 1 gign; U € 0"0, We can
then u:i.tn Woe (Ul 'ﬂE‘.'"."nnal _p,,,o) 1,_uhere the uunb_erlof O's_at the end of
the parenthesised ,ﬁnrt is zero or more. Clear:_l.y ulu.‘,..,,un;l Oa.vb 4 OUl)a-’
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since the latier iz the et of all words of O’s and l'g. Thus W e(o Ul)* 2
snd tharstors W € A u (0VL)* 1.

To ahow that AU {ou1)* 1 ¢ (0"1)* coneider an arbitrary W€ A U

(om.)*:t. I£WE A then % € (071)" by the defintiion of the star, If
W€ 601)* 1 then % = U2, where U is any sequance of O's andl 1’s, Suppose
there aro nel occurrancet of 1. TFor the sake of Fersplascity, end sinoe our
prixery foncern is pot for Tigor, suppons that o = § and supooss U -
COLIOL0000100C,  Them W = 0010100001000, To show that W & { 0™ )", atmply
paruwmthatmhlandusphmse, thus

W = {GI1)(1){0L) (00001 ) (001 ) .

That thie reparsing cen be accomplisaod in general follows from the msre
fact that W epds in & 1, which concludes the proof,

Itmtthﬂmwomwﬂlmﬂaatumabun proof by repersing
dosa provide insight into why (6°1)® = ) y (oL 2)* 1.

Proof by repersing, although insightful, tends to be tedious and com-
Pliestaqd, uamproorismqnmtarmohmaquaﬁm, The third and
fourth methods ore more systomatic and Practical. Tha third method is that
of & logical system with rules of inference, in which one proves sQuations
in the mamnar ¢f a formal proof., This method has received scme attention
recently with intnmst:h_:g pogitive rasults. Arto Salomea has writisn a
peper [3], now in priat, in whick he put forth an exiom eystem with three
fules of inference, dsscribed below, and conjectursd that the systam is
complete (which mesns that all velid equaticons can be derived), A few months
mrhepublishodhumrk, he was ahln_tapm#hathiamwnusoouplm.
Purtbum:j > The proaf of completenses for a linila.r system, uming exactly
the samae rules with Ferhepsea slightly different set of axlols was given by
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Mr. Stal Aendersa [4), s graduate student at Harvard. The ses of axioms
Aanderan used are simtlar to 3alcmsa's. They are sinmple and obvicusly
valig.

These equations my contalr: veriables ranging over mgg.l_cxr seta of
worda, which will be the later lettors of <he Soman alphabet, x, v, eto,
in this paper, Groek letters will be mota-lsnguage variables ranging over
regiler expreassions, for use in ceseribing the system,

The threa rules of infsmence usad by both Salonas sand Aindersa are
a8 followse:

Sﬁhatitution: Subatituie s reguler sxpression for OVEry OCCUIYTeNncs
of a variable in e given equation. Example, from (xy)¥ = Avixuyp)ty
Anfer (x*000)* « A v txw000)* 0co.

Replacemont: From an equation f » ps, and from an equalion in which
A accurs 28 3 well formed part, tho sssult of Teplacing 2a o:currence of
oAty Buay be cbtained. Beample: from &E¥ « )% 0 yr s )™ -
(=")* infer (y)* « =)™ v yyy.

Star introcuntion: Fromd-olﬁucderiva o = b'ﬁ'. prorided lfé.

(It is to de noted hers that there is an easy syntactic retho’ of noting

whether or not any given regular exprassion eontains the null word, BaBoy

sse page 8 of (3).) Bxamples teke gk = (OW1)* 10X, Be 0", amt Fu A

Then from (OUL)* 1A » [(0013" 1 WA} 0* 1WA one can inter (0 w)*z
VA e A (0M)% since in this cae lf!ﬁ,

Rote that this last example could be a step in the proof that (0"1)* e
(0V2)* 1 9A in ap axiom system. The earlier portian of the proof would
hove to establich the lemus that (OUL)® 1y )\ = fou)* 10dl %10,
&nd the last fow steps would elmply utilise the fact that ) (0"1)* = (0™)%
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To give snwme ides of hos simple the set of axioms can be, I shall
sdapt Arnderas’s sxfomr tC th: notetion of thie papsr;

(Al) xyx~gx

(AR2) xvysyux

@3) wyldemxyviyy 3}

(A1) (xy) 2 = x (y3)

@8} x(yuws) «xyyzxr

W) Euy)as-xmouye

(A7) x VP x

(AB) xp = ¢

(49) fx e

(20) A - g*

(R11) xXA=x

a3z) e A ux®

(A3) x* = (X y)*

To ssy that tha syetom with these axsoms and ruieoa of subutitution;re-
Placement and star introduction is compiete is to say that all walid equatlons
can be derived from the axioms by means of the rules, handersa‘e nroof of
completeness makes rether skillful use of BracsowsiA's notion of the deriva-
tive, as fourd in (5],

The simplicity of the cions is not all that should be bopad for in sgah
8 system. Optimally, an axios system should have only logical rules of in-
forence; the axioms ought to be sufficient to ¥Yield all desired valid truths
by means of much rules. But in this axiom system, the rule of ;tar introducs

tion expresses a great deal of mathematical content and cannot be Justited

on the basis of logic alone, Substitution and replasemsnt swo a1l right in
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this regard; they are jastified solely by virtus of the mamng of equality,

How the Urreinian Redko [6] has proved that thers is no finite set
of axions yielding all valid equations when orly the rules of substitution
énd replacamsat are allowed, In ay apinion, ag intsresting unsolved problem
(slthough vague) is whether thove exivts an interesting infinite set of
xlons from which all valid equations can be derived uaing only substituticn
snd replecement. Such an sxiom set might be more algnificant than the simple
sat llated above. The quesiion comes up hare as to what we msan by an in-
teresting infinite set of axiows. Saul Gorn has suggested during the dis-
cussion followling the orel prezentation thet the axioms all ba instances of
8 finite mumber of schemsta, This sppears W me to be a reasonable suggestion,
although it does not remove all of the vagusness from the Question vatil we
speclfy preeisely what we wean by “an axiom schamg¥

The fourth method for proving regular-sxpressicn equations i¢ by means
of Erapha. The earliest paper om the use of the kind of graphe that we shell
now dimenss (u:oppond to the more restriotad concept of state graph) is
the early paper by Chamsky and Miller {10). It did not discuss regular ex-
Prssions, but defined the notdon of "finiteestets language" as a langusge
generated by a graph with a finite set of nodes. That was 1958 and, although
. several papers have appoared Ainking up these grsphs with ragular expressions,
I know of oo reference to the procf of Tegular-expression equations by means
of then.

A year ago I was convincsd that the graphical method of preving equs-
tiauhldth-mttoorforinumtmqmtg_ mer, alnce them
completensss proofs for the ariom aystems have indicated that the axiomatic
u_uthodinatleut.aawrt!_a;o _!_"orit_isuqmeheuiartqmt.e down a se-
quence of regular-axpression equations than %o write down a sequence of graphs.
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My present oninion is that even If the axiomatic method is bettor for prove
ing equations, the graphioal approech i6 better in caze: in whiech we 2re not
certaln what 1t ie we want te prove,

To begin cur discussion of graphe 1=t us ta'e arothsr lock at regular
expressions. We can think of a repular expressicn 20 a manner of genaerating
worde, For axample, from [0{00)* 1 v 111" one ganerstes 1 =equence oither
with @8 O or 2 1. If one salecio the O then one has the option of writing OC
any nrber of times and then writing 1; but if one e}.ecta-tc begin with a 1
one miet write 1 immedistely siter. After that one sgain has the option of
writing O or 1, etc.- Of courss, by virtue of the meaning of t*e star ons
could have ssttled for the aull woxrd et the very outset., Taus the regulay
oxpression can be thought of as a gensrator, a sequsntial machine that opu-
rates in a non-detorministie mannsr (in the sense that it makes arditrary
choices at dach juncture) to ganerate 2 word. The event of such a machine
would be the set of all possibis words that could be generated by such a
device,

Now the ooncept of nonwdeterministic machine hps Little practieal sig-
olficanse, but 1s found very frequenily ia the theery of automsta. Coertainly
not all machines considered in the Theory of Awtomata will come into existence.-
Ang probably all of the varieties of non-deterministic antomate that have baeen
emi;%fgg l:&i:::fgg:::f But the prevalence and the obvious theoretical
usefulness of non-detsrminiatic concepts camot be denled; rather, we =re
left with a challenge to explaln why it is that these coneepts are useful,

In this cage we are interested in the non-daterministic machine only
a8 a way of deecribing 2 set, namely the set of all words that could be gens-
rated. Th\wthero 1s no sense in l_mildi:_:g such a machine, since the regular

exprossion 1z as concrele as we have to get. Tt turns out that a usefiyl
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aliernative to the regular axpression in scmething oqually shetract, Naely
the graph, As Yarada jgs noted {91, the graph is e concept that arises
quite naturally whesn ore takes this point of view towards a regular expresaion,
Thus consider the reguiar expressicn [0(00)" 1 W 3.1]*33 & word genarator in
the maianer descritad atove, The sae funotion oould be accomplished by the

graph in Fig. 1, o generate a word 4n such s graph one first seleots 2 path

Flg. 1

beginning at the 1rdtdei node (denignated by a single unlnobeled arrow polnting
to 1t) and termina‘ing at a torminal node {double circls). The word apalled
cut by this path by the lebels on the branches along the way i3 in the avent.
Thas the event is timply the sut of words mpelled cut by the set of all such
pathe,

Ivery requlsr sxpression can be converted into a graph. There i3 an
algoriths to accosplish this widch I shall not describes In detail, since in
most cassa the construotion is abvious, suazgeeted by the relationship between
the regular expression {0(00)* 1 11}* and Fig. ¥. I aneuld mantion, how-
over, that there iz & pitfalls i1f ong constructs & graph in the most abvioua
way from a given regdar expression one may introduce fneak patha. For exame
ple, one might imomutq render [10 W 0(11)")* a5 the graph of Fig. 2, whicy
contains a snesk paih, namely the path spelling out 1011, which ia not in the
svant reprasonteq by the re.gular_ sxpresszion, A correct rendition would he
Flg. 3 which hak a branch labeled A (the mull word), The significance of
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auch & braneh ip thaty from 20y path using the branch, to determine the word
spelled out one ignore% the P\;- Sneak paths are avoided by thig technique
becanse any path using the branch muat £0 in the direction of the arrow.

The totality of these graphs includes ths well nown stats graphs.
But not all much grapha ars state graphs; in fact, a state graph is a very
special kind of greph, in which there are no branches lsbelled A and, for
every mermber of the alphabet and for every node, thare 1s exactly one braneh
labaeled with that lstier am‘_‘ loaving that._nodo., These general graphs are
sometime referred to as "non-determiniatic atate graphs,” although I prefer
to call them ”truu-l_t.ion grapha." An interesting varisnt on them in whieh
the branchos msy be lsheled with arbitrary regular expreasions and to which
the techniques of rignal flow graphs can be sppliad has been developed by
MoCluekey and Brzozoweld {7].

Bow zl%bough every reguiar sxpresaion can be transformec into a graph
that hae the same etructure. the converss is not true. I will nct define
here precisaly what I mean by the structure of a regular expreaajon or graph,
and hope that my point is made gn ths intuitive level., Thus, for example,
the structare of (C"1)" 1s vory mich different from the structure of (0 U 1%y

V A, although the two regular expressions are equal. And I hope ths
reader kuows what I mean when I say that the state graph of Mig. 3 has the
same structure a» the regidar expreassion {0{11)* J 10]* aor (more precisely)
[011)" A ¥20]*. One vay of explaining what this means in Antuitive terms
is to say that the parts of the graph correspond to the parts of the regular
umaaioninmhamthatapnthﬂwughagmphwﬂlupollout the same
word as a path threugh the correaponding parts qf the regular expression.

To be alightly more precise, the psrt of a regular expression corresponding
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to a nods of a graph would be & point ismediately to the left or to the
right of ane of the charasters (suck ss 0, 1 or A ). 4nd, for further clari-
fication of this point, note that for each well formed part of the regular
expreasion {0(11)’“ ) 10]¥ there 18 & corresponding part of the graph, in such
a way that if one voll formed part of a regular expression is pert of another,
the same is true of the corresponding part of the graph.

Hopefully, the notlon of structure of regular expresaiens and graphs
i3 clerr. Then tho point is that although ewery regulayr expreesion hes a
graph which represents the same event and has the sems, or almost the same,
strmcture, there are soms graphs whose structures ara very for from the struo-
ture of any regular expression. An exammle of such a greph is given in Fig.
L. Sueh graphs ars graphs in whioh there is no bierarchy of loope as there

Mg. 4

is in regular expression. A loop 1n a regular expression ia always given
by a star; and f.or.f every pair of stars, a:l.the;' ons 1a inside the scope of

the other or their ecopes sre completely disjoint. A loop in a graph is
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any directed path that ends where it begina, and otherwise dosa not repaat
any node. It should be clear that in the graph of Flg. i, thers 18 no way
of imposing & hierarchy on the loops in the manner in_uhich locps must occur
in o regular expression. I am afraid that I must leave thia remark as a
rasler vagne suggestion, rather than as a precise tachnical proposition,
A 'mecise asccount of wkhat a hlerarchy of loops might be in a graph is beyord
Jvr seope of this paper. I trust it is clear ot lesst that the graph of
Fy, 4 hag @ structure which is quite unlixe the structure of any reguler
oxj1assion. And it is not diffiouwlt to construct many graphe 2f this kind.

For this remeon we can say that the set of graph structures is richer
than tw set of reguler-exprossion structures. This fact contraste with the
fact tib the class of eventa represented by graphs is axactly the same as
the clses of events representad by regular oxpressions. Vor it is well kuown
that for wery graph (including, e.g. that of Fig. L) thore exists a regulsr
oxpresslon ripresanting the sams event (although it hes, in general, & vastly
different stimcture). In fact there 13 an algorithm to make this conversion.
(see [81.)

7o show has graphs con be used to prove a regular«axpression aquatiom,
I will present a raph«thacretic proof of the samesquation- that I have
proved by the othea mtﬁods, namely (0™1)* « (0 Y 1w X, This 1s done
in the sequence of araphs in Fig. 5, where the graph of Mg. Sa has tha
structure of (0°1)" aid the graph of Pig. 5d has the structurs of A\ v (OW1)™ 1.
The sequence 1a such tlat esach step pressrves the ovent precisely; no words
are introduced or deleted. Furthermove, sach step is the result of deletion
or addition of & bnn_ct_a,or a bra.ngh and a node. The step leading to Fig. 5b

is justified 1n that any path using the new branch covld Just as well have
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gone via the old branches laveled 1 and . The adaltion of the branch to
a new terminal node in Flg. 5c 4s Justified by the faet that any word snding
at that new node could Just a3 well have endec at the original termina’ nods.
And the deletion of the branch in Fig. 5 ig Justifiad by g 8lightly more
complicvatgd camiclaration-s 4y use of that Lranch in 2 path is slther
tarmdngd or ton=terminal; if it ig terminal then it sculd be replaced by
the branch labeled 1 to the rightnmslt. node; if it is non-terminal then 1t
At be foliowed by the branch lsbeled ), An which cese both items in the
puth toget-hu_z' couid be raplmq by the loop branch labeled 1. Note finally
that X 15 in the ovent represented by the greph of Fig. 54 by virtye of the
fact that the initia) node 1z terminal.

It turne out that, Probably, the proof by graphs in Fig. S ie not the
®OoBt general idnd of proof by graphe because (as Mr. Fioor pointed et during
the discuseion foilowing the oral bPresentation of thins paper; all of the
graphs in Fig. S are structurally aimilar to regular expremssions aa follows
(58) ()% () ¢ (aw1)* 1)%; (se) ¢ ©uL 1% (A yov1)* 1) (sa) Ao
(Cuvr)*1, 1 genvral, in such derivations, wa can expect graphs which are
ot structurelly sinllar to ey reguler expressions. (Examples of guch graphs
oscurring in e derivation are Fig- b and Pig. 8 b,)

This will conclude My digcuasion of praofs by graphs. Several wore
illustrations lacated gt the end of this paper will be piven for the onter-
Prizing reader without 2 full explanation of tha steps irn sach oau, al though
esch can be verificd by inapection, parhape after some reflsction, Fig, 6 ig
3 proof that (00" 12021* = N yta u g v 101)* (01 201); Mg, 7 that
{10v2)* 0001% 0 1 * o (0323% 0000 (O01)" U (C)*; Fig, 8 tnat
[(1*0)* a** . A Yo (Buwi)® (o v 1)* 0o (ﬁul}*u (These wers problexs
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ausigoned to wy ol -ms in "The Theory of Automata’ at M.I.7.. ond aome paris
of thess proofs z:e adanted from their homework papers,) Hota thai in
theas graphs bran hes a‘e labeled with arbitraxy wordn instsad cof just
Jetiers of the al habet thig practice makes them esmisr o drav anc easier
to look at. The eader who otudies Figs., 5, 7 and 8 will neturslly ask the |
questlon. is ther- a se: of formal riles for graph manipuiation of thip
kind? As far ams  know. no oma hes put foith a set of ruies which are walld,
eimple, formslly recisu and complete. {ﬁCcnpaate“ means that for any vaiid
regular exprensior equatlon there is a zequence of graphs establishing tha
equation, whare s:ch step is acoording to one of the rules) In my opinias:
this open problem iz worth looking inte

My finad reuirk concerms the problem of finding interesting equations
1o prove. Altern:tively, given a regular expression what dinteresting or (1
some significant :ensw) more simple regular expransion is it agual to? 2
more ambitious qu:stior along these lines is that of a2 canonical form, as
far as I know, ne one has advansed & sethod of putting regular exprasasiora
into e eamonical fcrm, whioh im anythineg but just an 2rbitrary unique regular
expresaion.

My favorite concept elong thesa lines is the coneept of star height.
The star height o a regular expression is the maxinum iength of a sequence
of stars in the expression. such thei each star is in the acopy of the ster
that follows 1t  Thus the star height of (0%1)* [(000™10)" 0001™ 1a 3 1y
virtue of the Sequenca conslating of the third, fourth and ::
e The star height of a regular expression is 8 precise explics-
tion of the indp'complaxityn And since it does achieve something to oimplify

tha locop compiexizy of an event, it is alwo an achievemant to reduce the atay



helght of o ragular axprosgion. T WLLL Nbup now, BXIEDT e noing cut thet
this ablective wonid 41890 axpiain the ~halza of “Quatinns proved <y Flpa &,
7: and B. In epch cape, lmagine that ace atarty with & regular uxpression
whosa star keight h» wishes to reduca 2 then draws g Braphy cesice. -,
loop coatplexlty of the graph, and ends up wiih a grapn whoge LOTIeSpoNcing
reguiar expraselon has 13 reduced star keight Thue Af we corsidip thy
problems 2f redvclig ths atap heigh* of the ™Eular expressicne (0% '
100% o 201", {EU,'{! wirT oool® ocfn.j;;“",. and [ %0 o®rE Figa 5. & %
angd 3§, renpectivei), 1w solutions showing that oach 3 reducible tn 5 rogu -

-

lar expresgion witr zhar heipghs. I
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