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Abstract -- Packet Communicatian Architec-
ture fg the structuring of data processing ays-
tems as collect{ona of phymical unira that commu-
nicate only by sending Llnformation packets of
fixed aize, using an ssynchronous protocol., Each
unit is degigned so it nevar has to walt for a
TeSponse to A packet Lt has transmitted to
tnather unll while other packets ara walting for
its attention. TPackets are routed betwean gec-
tions of a aystem by networks of units arranged
Eo S0TT many packets concurrently according to
their deatinmtion. 1In this way, it is posgible
to arrange that system units are heavily used
providad concurrency in the task to be pecfarmed
can be exploited. The packet communicatfon prin-
clple 1 espacially ateractive for date flow
procasaora since the executfon of data flow
programe readily separaces into many independent
computational events. In this papsr we show
how packet commnication can be used in the acch-
itecture of memory systems capable of processing
many indapandent memory transactions concurrantly
and having hierarchical structure. Tha behavior
of these memory systems is prescribed by a formal
memory model appropriate to A computer system
for data €low programsa.

Introduction

With the advent of LST technology, the
main direction «f further advance im the powar
of large comp:ter systems 1s threugh exploita-
tion of paralleliam, Attempts to achieve paral-
lisw in array pracesscors, assoclative processors
and vector or plpeline machines have succeeded
only with the ascrifice of programmability.
These large parallel machines all require chat
high levels of local parallelism be expressed in
program formats that retain the notion of sequan-
tial control flow, Since maat algorithms do not
niturally exhibit local parallelism in the form
expected by these machinas, intricate data rapre-
sentaciona and convoluted algorithms must be de-
tigned if the porential of the machine is to be
approached.

The alternacive ia to design machines thar can
exploic the global parallalism in PCOgTams, that
is, to take ndvantage of opportunities to execute
unrelated parta of a program concurrently. Con-
ventional sequential machine languages are unaui-
ted to this end beceuse idencificatiarn of concur-
rently executable program parta {s a tmsk of
great difficulty. Dats flow program repreaenta-
tion are of more Interesat, for aniy egsentinl se-
quencing relat{onshipa smong computational eventa
are indicated. An instruction in a data flow
program is enabled for execution by the arrival
of its operand values -- there is no separate no-
tion of control flow, and where there is no data
dependence between pragram pacts, the parts are
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implicitly mvailabla for parallel executton,

Several designs for data procassing systems
have bean developed that can achieve highly paral-
lel cperation by egploiting tha global concurrency
of programs rapresented in data flow form [ 1-& ].
Two of thege dasigns [3,6! are able to execute
programs expraseed in a convantional high-~level
language that exceada Algel 60 in generallty. These
systems consist of units that operata indapendently
and interact only by tramsmitting information pac-
kets over channals that connect paics of unics.

The units themselves may have similsr atructuce
s0 che system as g whole has a hierarchical seruc-
ture that we call packec sommunication archiceg-
ture,

In thie paper we discuas the principles of
packet communication architecture, and illuatrate
their spplication m tha organization of meROTy
aystems for highly concurrent oparacion.

Ihe Packet Communigcation PFrincipls

Supposa the data procaseing part P of tha
computer in Figure L {s organiced so many indep~
endanc computational activicies may be carriad
forward concurrently -- as would be Erue tf P
contains many independent sequencial processora,
or 1f P ia  designad to exploit the inkaerant
parallzliam of data flow programs. Activities in
P will generata many indapsndent requeses to the
memory aystam M for storage of retriaval of {nfor-
mation. Tt is not essantisl that M respend imme-
diately to these requeats because, ({f P is properly
organizad, 1ts resources (ragisters, instructisn
decaders, functional unics) may be appliad to
other activities while some activicias are held
up by pending memory transactions. Thus ths mam-
ory system need not be designed to complate one
transaction before beginning the processing of
other rransactions. In face, we will ses how this
freedom can bs exploited in memOry ystems organ-
ized to process many transactions concurrently
artd keep their comatituant unitas heavily untilized.

This is the Eirst principle of packat commu-
nication architecture -- designing esch part of
4 dystém 9o many activities are concurrent, and
rteasonable delays in information transmission be-
tueen parcs may be incurrad without imporcant
loss of paxformance, This tolersncs of dalay
permita a radically different approach to the
degign of switching mechaniams that fnterconnect
sections of 4 computer systam.

P M

Flgure 1. Computer system.
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Figure 2. Application of a routing network.

In a system degsigned to profit from this prin-
clple, the responas to a request may arrive only
after meny additional requests have been sent.

In general the responses will occur in a diffar-
ent order than the reguests raising the problem
of how the requesting system part can relete each
responge to the request that ganeracad {c. In
many caseg it {w pogaible ro avoid the problem by
[ncluding sufficient information Iim the response
that the processaing of Lt is determined without
relating it co a apacific request. This princi-
ale is followed in the several propozed dats flow
architectures and leads tco soma eleganc datz pro-
cesging structures,

A function frequantly required in a computer
syntem iz & mechanism to direct requests from cme
system part to the appropriate speclalized unit
of che system accerding to rhe nature of the re-
quest. Two examples are: an Lnatruction and Ltx
operands must be sent to an appropriate functional
unit for executlon; a request by a procesaing
unit for the contents of a speclfied memory loca-
tion must be ment to cha appropriaste mamory module.
Figure 2 illustrates the Former example in the
cage of a data flow processor [1 ]. Opecands
arrive at units callied Instruction Cells to form
Oparation Packets which must be tramsmitted to
the appropriate Functional Units. Some form of
dwitching mechanism must provide a path for Opera-
tion Packets between eiach Instruction Cell and
¢ach Functional Unilt. Because attainkng minimum
delay i3 a less cruciml cbjective in a packet
communicacion system than achieving high concur-
reney, Routing Networks such ag shown In Figure 3
are an attraccive Form of sawlitching mechanism.

ta}

Arbitration f” Swich
E-. VI, Th4 _‘\S\,__ n

Figure 3. Routing network structura.
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Flgure 4.

A routing network ia {tzelf a packet ecammuni-
vation gyatem built of two basic kinds of modules:
Arbitration Units and Swlcch Units. An Acbiera-
tion Unit transmits packets arriving on either
Enput channel to its output chamnel, A Switch
Unit sends arriving packeta over the cutput chan-
nel determinad by some propecty of the packet.

If the Arbitratfon Units and Switch Units
are grouped as in Figure 3Ja, there [s a single
channel through which all packeta must flow --
probably a bottleneck. Alternatively, Lnter-
leaving ranks of Arbitration Units and Switch
Units a8 Indicated in Figure 3b provides for con-
current flow of packets over disjolnt paths.

A routing network that has few Lnput porta,
and therafore consists mostly of Switch Units
ia called a Distribucion Network, and has the
effect of sorting arciving packers dccarding to
their contents. [n Figure 2 the vouting net-
work would sort cpearation packets according to
the operation codes of the instruetions they con-
t3in. A routing network that has Few output
pores, and conglsts moatly of Arbitracion Units
is called au Arbirration Network.

Facket Commupicabion Memory Systems

Ag an example of packet communication aechi-
tecture, consider the memory system showm in Flg-
ure & which {s connected to a procesging system
P by four channela. Command Packets sent bu the
memory system at port cmd are requests for mem-
ory trangactions, and specify the kind of trans-
actlion to be performed. Itema Lo he stored are
presented as Store Packebs ab port store, and
items retrieved from storage are delivered as
Retrieval Packets at port rtr. The role of port
unid will be explained later,

For FEurther discusslon oF the cperation af
this memory system, we mugst define the desired
behaviur -- the nature of the Information stored,
and how the contenta of Retrieval Packets depends
on the contents of Sture Packets previcualy sent
to the memory system. A precise apecification
of behavior may take the form of an gbstract
memory maodel consisting of a domain of values and
a gpecificacion of sach transacticn in terms of
the sequences of packets passing the ports of the
wmemury system. We give an {nfocrmal outline of
such a memory model.

For aimplicity, the value domain V is

V=E+ |V V]
and 18 the unfon of paira censisting of all arder-
ed paira of elements uf V, This domain ls recur-
sively defined, and consists of all finite hinarw
trees having elementary values at their leaves.
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Our memory nodel must deal with the reten-

tian of informacion by tha memory syacem. We === T EmMd - - SO —— 7
use a domain of memary stsfes which are acyclic | : I
directed graphs called stace graphs., Each node I E:;Tﬂ"d Fs';i;;u i
of a state araph represante a value (binsry tree) | |
in ¥ in the obvious way, I |
The transactions of this memory model are so 1 Ij—' i
specified that no outgoing arc is added or deleted ! =
from a node already present in the state graph, | Commang '
and hance the value represented by a node never ! Pachets . h
changes. A memary syadtem having this property | Memory System 1
is attractive for spplicative langusges such aa { rir re nid ]
pure Lisp and various determinate dara flow lang- i = = i
usges. Howevar, such & memory model {a incomplete I !
in that it does not Aupport the updating of a ! N Unid I'
shared data basa, for pxample. The proper way to ! Retrigyal P:chits [
generalize thig memory model {3 a4 matter of cur- { Pachaty I
rent research, ! |
The basis of a memoTY Atate i3 a subset of L———--—-——-—_rﬂ——-_.._—unid_._.. -
the nodes of a state graph that includes evary -
root node of the graph (Thus each node and arg of Figuee 5. Rtructure of o mory system for

2 ascate graph 18 accessible over a directed path
from soma basis node). Each basis node represents
8 value In terms of which the precassing system

spacificetion of 1te transactions.

may request transactions by the memory system. 1f any, that accompany each kind of transaction.
Each node of & state graph hus an associgted In the simple memory eystem we ave considaring,
reference count which is the sum of twe numbera-- thers are Five kinds of transactions -+« four of
the number of grata gcaph arcs that terminate on thase are associated with accaptance of Cowmand
the node, and the number of "refersnces’ to the Packets by M, snd the fifth {e sswociared with
node (1f it is a basis node) held in the proces- delivery of Unid Packets. The bahavier of M for
zlag system P. Each node of 2 valid scate graph each kind of transaccion is as fallows.
must have a reference count greater than zaro.
We ragard the memory system as holding a col- Store B‘-ﬂl&*ﬂ’
lection of Ltems that repraszent a state graph in {atore, { (glam, 1, @) }
the manner of a linked 1{st structure, To this pafp, i, J, )
end we raquire a sat of unjgue identifjers for # *
the nodes of svacta graphs, One may Tegard emch card aLore
unique identiffer as correaponding to a unigque
8ite n the memory syscem that can hold a diatince In rasponss to u store Command Packet, tha
item, The 1tems held by the mamory systen are Ltem prasented ac pore stora (e added co the
of two kinds: callection of {tams held by ¥, und is given

an f{nitial reference count of ome.

1. Elsmentsry items: (elem, 1, e, ¢}

where 1 18 & unigue identifier

e 13 an elementary value Retrieval Transaction:

¥ i8 a refarenca count

2, Pair Items: (palz, 1, j, k, ¥ {retr, 1)

where i, |, k are unique identifiers
r 18 » raferance count

Elementary items and Pair items corraspoud to laaf
modes and pair noden, Taspactivaly, of n state
graph. In each itam, i iy the unique fdentifier
of the item.

For the purpose of spacifying the trangac-

- - rtr

-
omd == ="

ttm. {, e k
(pair, 1,], k)

The item dilivered at port r£tr is the item
with unique identifiar 1 in tha collection of

tlons of the TEMOTY Syatem, it {4 conmvenlant to
suppoia that it has the structure shown in Fig- ::::;ehald b M. The atate of M daes nat
ure 5. Command Packets deliversd ac part T ‘

{for reference count) of M ara mexrgead with Com- Reference Genergtionm and Anthilacion

mand Packets from P and prasented to M at port
god,  We spaeify the bahavior of rhe whele mem-
ory system by specifying tha behavior of M. We
regard cthe scate of M as eonaiating of a collec-
tion of items and & collection of unique identi-
fiers not in uee. 1In rhe initial atate of M the
collecelon of {tema is €mpty and every unique
ldentifier is not in usa.

The spuciffentions for the behavior of M
atate the respongs, (f any, and change of etate,
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(a){up 1) (b)/dowm 1) {c)(dowm 1)

-
[£]

emd emd £md <7 l
(down 1}
{dowg k)
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Figure 6. Memory system structure for con-

furreacy .

Tha up command adds cne Eo the reference count

of item i; the dowm command decrements its ref-

erenca count by one, If rhe reference count
La reduced ro zerc by a dowm command, the item
ie deleted from the collection of Ltama hald
by H and its unique idancifier { is added to
tha collection of wnused unigue identifiern.
Case (c) applies if the Lltem deleted is a pair
item sioce the referaence counts of {ts compo-
nent items must he decremented.

Unique Ildentlfier Generation:

unid

{1

Some unique icentifier i is removed from the
set of unused unique fdentifiers and delivep-
ed st port umid.

We have not apeclfied ths bahavior of M under
certain conditions that should not occur during mor-
mal operation -- For example, i{f a stora Command
Packet containa s unique identifier which {s already
the unique identifier of an item held by M. Wa aa-
sume the processing system is sc designed that such
111 behavior camnot occur. A discussion aof these
resrriccions om processor hehavior and how they
might be implemented L3 beyond the scope of the
present papar,

Mamory System Structure

With this albeit informal speciEication of M,
we are preparad ta ges how M mey be realized by gim-
pler subaystems intercoanected as a packet communi-
cation system.

Firat wa show how concurrent processing of
many ctransactfons can be achieved by distribucting
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Figure 7. Hiersrghical packer memory sydtem.

Command Packets among many ldentical physical mo-
dules which can operate indepandencly. Such a
atructure for M is shown in Figure 6. Each Command
Packec and each Store Packet im distributed to one
of the memory subsystems My, ... My according to some
easlly testmd propercy of i, the vnique identifier
of the itam to which the peckec refers. The prop-
erty might be the fi{rat p bits of the blnary repre-
sentation of tha uniqua identifier whara r = 2P.

The subsystems Mj,..., M Are camory Eystems
having specifications identical to the spacificatior
of M axcept that che universe of unique identifiers
for the items held by each subsystem Is restricted
to (1/23F of the unique identiffers of M. This
Eact may be used to raduca the complexicy of the
memory subaystems,

The Retrieval Packets, Command Packsts, and
Unid Packeta daliverad by the memory subaystema at
their rtr, re, and unid parts are merged into com-
mon streams by three Arbitestion Networks. Noce
that ths Conmand Packets from subsystem rc pores
muat be recirculated through the Diskribution Net-
works beceuse, In general, the icems they refer to
will be held in subsystems other than the subsysrem
from which they originate.

Hierarchical Structure

Any reallscie design for a large memory system
mugt recognize the principle that only the most ac-
tive infoymatfon need be hald in expensive fast-
access devices; lesa active infarmation should he
held in slower devices. IE the memory system is to
support modularity of programming in its most gener-
al form, then information must be sutomatically re=
digcributed arong levels of the memory system ag
computacional activity invelves different porcions
of the stored information.
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Figure 7 shows how a memory syatem M satisfying

aur specification may be remlized by a hierarchical
organizarion of two memory systems M7 and My.

Yith an important exception explained later,

the lower level subsystem satizfies the same
behavigral spacificarion as cthe entire memory sys-
tem M. The higher level subsyatem M, 1is arranged
to hold coples of the most active items in -

Lt acts as a cache memory so M is able to achieve

a much lower latency in proceseing ctransactians than

My could alone. Keep in mind that even though
may have a long lLetency, Lt may have a high rate of
processing transactions due to its organization far
highly parallel operation.

If there 13 nv room in for an Ltem sent ta
M for atorags, ox for an item retrieved form M,
then some item is selected for deletion from M..
Tha criterion for selecting the item to be deleted
could he any of the achemes used in contemporxary
cache memories or paging systems. The deleted item
need not ba sant to bacause the memory system
under discussion is organized ao My holds a copy
of savary item prasant in the memory system M. How-
ever, M, muat know which icems it holds have depli-
cates ifi My o it can tell whether it ia safe to
release the unique idantifisrs of deleted items Eor
resse. Hence each item in Hy includes an indicatar
£ that tellas vhether the item is also held in M,

Elementary Items: {elem, i,e,r,f}
Fair Items: {pair, 1i,1,k,c,E)

whara f is one of {true, falsg)

The tansactions of have specificationa jusc
like those Eor the transactioms of M, except for a
few changes:

Store Tangactiony: The indicator f of the item
added to tha collaction 1a trus since each
Store Packet is sent to both My and M.

Anthilation: If the refarence count of an item ia
raducad to zaro, the item iz deleted and its
unigue identifier released for reuss only Lif
the indicator £ {s false,

Dong Trpngaction: An additional form of Command
Packet (dome, i) Ix sent by to ¥y to say
that Ltem L has been deleted from M,. Subsys-
tam M; responds by setting f ta falss and, if
the referance count la zerc, the item is dele-
tad from My and its unique ldentifiar is ra-
Leawed for reusas.

In My items ara hald without raference counts:

Elementary Items:

Pair IEwms:

(elem, i,e}

{paiE, L,3,k)

For the purpose of specifying the behavior af M,
fra atate is aimply a collection of items in theae
formats. A realization of “H would require addi-
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tional state information to implement the chosen
criterion Eor deletiom of items, Item removal is a
routine used by srore tranasctiona of My:

item Removal:
(done, 1}
cmd~2
The item to be removed is deleted from the
collection of irems held by My and a done
Command Packat is sent at port od-2,

Tha tranasctiong of Hﬂ AR

Stors Trgnsaction:
(stoee, L} {elem, 1,8)
{pair, 1,1,k}
i .~ cmd=2
amd-1 - -7
{staore, i) dtore

The {tem is added to the collaction after acos
chosen item is removed, Iif necasaary, to cre-
ate apaca. ‘'Tha stors Command Packer is for-
warded to HI:.

Retrieval Transaction.

(a){ratr, 1) (b)(eece, 1)
P
-~
cmd-1+ ‘ emd-1"~
(alem, 1,8 {recr, i}

Cuse (m) applies 1f mn item with uniqua iden~
tifier 1 i in the collaction held by My

otherwise case (k) appliss, and the racriaval
Comeand Packer ia forwarded to H'l.

Refgrence Accounting:

(a}{up, L) (){down, 1}
- ad-2 l . -
cnd-1" cmd =1 l
up, ") (ml l>

Up and down Command Packets are forwarded to
“!.. without action by Hﬂ

In addicion, for correct operation of the whole
mewory syatem M, all Command Packets ralating to
fcam § must be delivered st porc cmd-2 in the
samt order ma they arrive at port cmd-l.
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Conclusion

Packet Communication architecturs offers
mEmy attracrcions te tha computer tystem designar:
The units of g system interact through very simple
interfaces and are sasy to spacify; timing hazarda
ars eliminated through use of u strict spaed indep-
endent compunication discipline; and cha principlea
are applicable to the organizaticn af machines that
support the executiom of wall structured programs
expressad in high lavel langusges. A high level
of concurrent oparetion can ba achieved with high
equipment unilizetion Lf the globgl paralleliom
inherent i{n wmost dats btrocessing tasks is expressed
in the program.

It will be Interescing to see if these attrac-
tione can be realized {n the design of practical
computer systems,
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