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ABSTRACT

Controlled sharing of information is needed and desirable for many applications and is supported in operating systems by access-control mechanisms. This paper shows how to extend programming languages to provide controlled sharing. The extension permits expression of access constraints on shared data. Access constraints can apply both to simple objects, and to objects that are components of larger objects, such as bank account records in a bank's data base. The constraints are stated declaratively, and can be enforced by static checking similar to type checking. The approach can be used to extend any strongly typed language, but is particularly suitable for extending languages that support the notion of abstract data types.
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1. Introduction

One important aspect of a programming language is the way its scope rules control the sharing of data among individual program units (procedures, blocks, modules): two program units can share a datum only if both can name it. Ordinarily, however, languages provide access to data on an all-or-nothing basis. For example, if a module has access to a data structure, then every component of the structure may be read and modified. Yet experience in building large applications and applications involving sensitive data has indicated that finer control is desirable. The ability to limit a module to read-only access to a datum provides only a part of the needed control. For example, if some of the information in a data structure is sensitive, then the ability to limit a module to reading only a subset of the components is desired.

In this paper we describe a programming language extension that permits controlled sharing of data. We define a semantics and experimental syntax for this extension. Our approach borrows heavily from work in operating systems, where access-control mechanisms have long been one of the tools useful for realizing controlled sharing of data. In particular, our mechanism is modeled after the capability protection mechanisms provided by some operating systems [9, 16].

In capability-based systems, all data are assumed to be contained in objects, such as libraries, stacks, files or the central data base for an inventory control system or a banking system. For each object there exists a set of accesses, which are the only means for altering the object or extracting information from it. For some objects, accesses are the familiar read, write, and, possibly, execute access; for others, the accesses themselves are user-defined, tailored to the abstract notions appropriate to a particular application. Controlled sharing of objects is achieved by limiting a program unit to a subset of the accesses for an object. For example, a programmer defining a file system may choose to distinguish between write access and append access. In
contrast to a write access, an append access can be used to augment a file, but not to alter existing content. Thus, a program granted append access, but not write access, will be unable to overwrite existing data in a file.

There is a similarity between the idea of an object and associated accesses and the programming language concept of a data type. In strongly-typed languages, each type defines a set of primitive operations that are the only direct means for manipulating objects of that type. For example, the various arithmetic operations are primitive for integers, while primitive operations for arrays include operations to read and update array elements. The operations of a type correspond closely (though not identically, as we shall show) to accesses, and access control is a convenient way to control the use of the operations.

Our technique for access control is based on an augmented concept of a data type, and could be used to extend most (strongly-typed) programming languages. For example, if a language containing data structures (like PASCAL [9] or ALGOL 68 [4]) were extended, then control over reading and writing of each component of the structure would be possible. However, the class of languages including SIMULA 67 [2], CLU [10], and Alphard [17] is particularly well suited to our extension. Such languages permit the introduction of user-defined, abstract data types, consisting (just like the built-in types) of a set of primitive operations that provide the only direct means for creating and manipulating objects of the type. By introducing a new type, a user can tailor a set of accesses to an application. We will show how to extend this class of languages; part of our extension will involve defining rules governing new type definitions.

We will require that access-control restrictions be stated in a declarative fashion analogous to type declarations for variables. In languages requiring type declarations for variables, a static examination of the text of a program is sufficient to determine whether the program is type-correct. Similarly, our addition enables static analysis to determine whether a program is
access-correct: A program is access-correct if the accesses actually used in it do not exceed those stated in its declarations.

Thus, the access-control extension permits access-control restrictions to be stated explicitly in programs, and enforced by the compiler. The main benefit of the approach is enhanced software reliability: programs can be guaranteed to be well-behaved with respect to the constraints governing sharing of data. Access-control errors can be caught early, and a programmer can be confident that his program will not fail due to an access-control violation. In addition, the access-control restrictions in a program convey information about assumptions made by its programmer; this information can be relied on by someone reading the program to obtain a better understanding of its purpose.

An additional benefit of the extension is that a programmer will be able to express fully in the language how he intends to make use of the protection facilities of an operating system. At present, such access-control information is expressed separately from the program in some sort of job-control language; this separation increases the difficulty of writing programs for such systems. Also the language permits more precise specification of access requirements on a program unit by program unit basis, not on a user-job or job-step basis.

In the next section, we define the semantics and syntax of the access-control mechanism, and describe how access control is achieved for simple, unstructured data objects. Section 3 extends the access-control mechanism to structured data objects such as records and arrays. In Section 4 we relate the mechanism to program construction and storage of long-lived objects. We conclude in Section 5 with a discussion of what we have accomplished.
2. Access Control for Simple Objects

To accommodate access control, we will augment the notion of a data type by adding one more component: in addition to objects and operations, a type also specifies a set of rights. A right is a name that represents one of the legal accesses to the objects of the type; often a right corresponds to the use of one of the type's operations. The basic idea behind rights is: to legally apply one of the type's operations, a user must hold appropriate rights to the objects passed to that operation as parameters.

An example is given in Figure 1 for the type AssociativeMemory. This type includes an operation MakeMem to create an empty AssociativeMemory object of a particular size, an operation Insert to add a name-value pair to an AssociativeMemory, an operation Change to alter the value associated with a given name, an operation GetVal to fetch the value associated with a given name, and an operation Delete to remove a name-value pair. In order for Insert, Change, GetVal, or Delete to be invoked, the invoker must present a right to apply the operation to the AssociativeMemory object passed in as a parameter; in this example, the name of the required right is the same as the name of the operation. The MakeMem operation returns all these rights for the AssociativeMemory object it creates. The AssociativeMemory operations also use objects of type Integer; for simplicity we have chosen to omit information about required rights for Integer objects.

In general, we can expect some rights to correspond to the use of a single operation, some to a group of operations (e.g., a single right "arithmetic" might control the use of all Integer arithmetic operations), and some to a single parameter of an operation taking more than one object of the type. As an example of the latter case, consider the files type discussed in the introduction, and suppose a merge operation for files merged two files, f and g, by changing f to contain the result of the merge, and leaving g unaltered. It might be useful to require different rights for the
**Figure 1. The AssociativeMemory type.**

**Type:** AssociativeMemory  
**Rights:** "Insert", "Change", "GetVal", "Delete"  
**Operations:**

<table>
<thead>
<tr>
<th>Operation</th>
<th>Input 1</th>
<th>Input 2</th>
<th>Output 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>MakeMem</td>
<td>integer;</td>
<td></td>
<td>AssociativeMemory;</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(desired AssociativeMemory size)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>&quot;Insert&quot;, &quot;Change&quot;, &quot;GetVal&quot;, &quot;Delete&quot; rights are given</td>
</tr>
<tr>
<td>Insert</td>
<td>AssociativeMemory;</td>
<td>integer;</td>
<td>(&quot;Insert&quot; right required</td>
</tr>
<tr>
<td></td>
<td></td>
<td>integer;</td>
<td>(the name)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(the value)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(Insert modifies its AssociativeMemory parameter)</td>
</tr>
<tr>
<td>Change</td>
<td>AssociativeMemory;</td>
<td>integer;</td>
<td>(&quot;Change&quot; right required</td>
</tr>
<tr>
<td></td>
<td></td>
<td>integer;</td>
<td>(the name)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(the new value</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(Change modifies its AssociativeMemory parameter)</td>
</tr>
<tr>
<td>GetVal</td>
<td>AssociativeMemory;</td>
<td>integer;</td>
<td>(&quot;GetVal&quot; right required</td>
</tr>
<tr>
<td></td>
<td></td>
<td>integer;</td>
<td>(the name)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(the value)</td>
</tr>
<tr>
<td>Delete</td>
<td>AssociativeMemory;</td>
<td>integer;</td>
<td>(&quot;Delete&quot; right required</td>
</tr>
<tr>
<td></td>
<td></td>
<td>integer;</td>
<td>(the name)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(Delete modifies its AssociativeMemory parameter)</td>
</tr>
</tbody>
</table>

Two file parameters, e.g., both the "merge" and "mergeto" rights are needed for f, but only the  
"merge" right for g.

### 2.1 Notation and Rules

Our approach to access control is based on a semantic model in which objects are shared  
among variables. Each object has a type, which determines the legal accesses to the object. A  
declaration must be given for each variable stating the type of object that variable may refer to,  
and the rights that are available for that object when it is used via the variable. These two pieces
of information are captured in the notion of a qualified type. A qualified type \( Q \) is written

\[
T[r_1, \ldots, r_n]
\]

where \( T \) is the name of some type, and \( \{r_1, \ldots, r_n\} \) is a subset of the rights of \( T \). We refer to the two parts of a qualified type as the base type and the rights; e.g., \( \text{base}(Q) = T \) and \( \text{rights}(Q) = \{r_1, \ldots, r_n\} \).

The following are some of the qualified types derived from the base type \( \text{AssociativeMemory} \):

- \( \text{AssociativeMemory} \) \{GetVal\}
- \( \text{AssociativeMemory} \) \{Insert, Change\}
- \( \text{AssociativeMemory} \) \{Insert, Change, GetVal, Delete\}

The final example specifies all the \( \text{AssociativeMemory} \) rights; a special notation

\[
T\{\text{all}\}
\]

may be used instead of listing all the rights.

Qualified types are used in variable declarations and in formal parameter specifications in procedure headings. An example of a variable declaration is:

\[
v: \text{AssociativeMemory} \{\text{Insert, Change}\}
\]

The meaning of this declaration is: \( v \) is a variable that can be used to refer to \( \text{AssociativeMemory} \) objects, but only the "Insert" and "Change" rights may be exercised in conjunction with \( v \).

We view a variable as a pair

\[
\{\text{object-id}, \text{qualified type}\}
\]

The object-id is a name that is interpreted by the underlying addressing mechanism to select a unique object. When a variable is created, its qualified type is defined once and for all and can never be altered. However, the object named by a variable (via the object-id) can change by application of the binding operation. Binding causes a variable to refer to an object by storing
that object’s id in the variable. Sharing of objects takes place when two variables contain the same object-id. (Our variables are like typed pointer variables, and binding is pointer assignment.)

A variable contains a capability in the operating system sense [5,4,8]. The capability provides the basis for restricting the kinds of manipulation that can be performed on the object specified by the object-id. Intuitively, the restrictions on how an object can be used are expressed along the path to the object (the path through the variable). Thus, using one path rather than another to name an object may change the way the object can be manipulated. For example, suppose

\[ a: \text{AssociativeMemory} \{\text{GetVal, Insert}\} \]
\[ b: \text{AssociativeMemory} \{\text{GetVal}\} \]

both name the same object. Using \( b \) it is impossible to modify this object, since only the \text{GetVal} operation can be used; using \( a \), the object may be modified by application of the \text{Insert} operation.

The effect of binding is creation of a new access path for the object, and we must ensure that no new access rights are obtained from this new path. For example, suppose that \( x \) and \( y \) are variables, and that \( x \) is to be bound to the object currently bound to \( y \). This binding should be allowed only if the qualified types of \( x \) and \( y \) both arise from the same base type, and if the rights obtainable by referring to the object via variable \( x \) do not exceed the rights obtainable by referring to the object via \( y \).

We can formalize the binding rule as follows. First, we define what it means for one qualified type to be greater than or equal to another. If \( Q_1 \) and \( Q_2 \) are qualified types, then \( Q_1 \) is greater than or equal to \( Q_2 \), written

\[ Q_1 \geq Q_2 \]

if \( \text{base}(Q_1) = \text{base}(Q_2) \) and \( \text{rights}(Q_1) \geq \text{rights}(Q_2) \). Now the rule of binding can be defined:
\[ v \leftarrow e \]

where \( v \) is a variable and \( e \) is an expression and

\[ T_v = \text{qualified type of variable } v \]
\[ T_e = \text{qualified type of expression } e \]

is legal provided that

\[ T_e \geq T_v \]

Thus a binding is legal only if the new access path provides at most a subset of the rights obtainable via the original access path. Note that this rule ensures that a variable will always refer to an object whose type is the base type of the qualified type of the variable.

The form of an expression determines its qualified type. An expression is either a variable or a procedure invocation. In the former case, \( T_e \) is the qualified type of this variable, and we have now defined the rule of binding. For example, consider variables \( a \) and \( b \):

\[
\begin{align*}
  a & : \text{AssociativeMemory \{GetVal, Insert\}} \\
  b & : \text{AssociativeMemory \{GetVal\}}
\end{align*}
\]

\( b \leftarrow a \) is legal, but \( a \leftarrow b \) is not. This is illustrated in Figure 2. In Figure 2a, an initial configuration is shown in which \( a \) refers to an \text{AssociativeMemory} object \( \alpha \), and \( b \) refers to an \text{AssociativeMemory} object \( \beta \). Figure 2b shows the result of \( b \leftarrow a \). Both \( b \) and \( a \) now refer to \( \alpha \). A new access path (from \( b \) to \( \alpha \)) has been created as a result of this binding, but no new rights to \( \alpha \) are obtained by it; in fact, the new access path via \( b \) has fewer rights to \( \alpha \) than the old access path. Figure 2c illustrates what would be the result of \( a \leftarrow b \). If this binding were allowed, the new access path from \( a \) to \( \beta \) would allow more rights than the old one; therefore the binding is not legal.

---

1. We are treating all built-in operations as procedures, irrespective of how they are implemented.
permitted.

When an expression is a procedure invocation, the qualified type of the expression is determined by the procedure definition. A procedure definition has the form

```
procedure <procname> (<formals specification>) returns <result specification>
<body>
end <procname>
```

where `<formals specification>` specifies the name and qualified type for each formal parameter, and `<result specification>` specifies the qualified type returned by the procedure. The qualified
type of the invocation expression is the type specified in the <result specification>.

To understand whether a procedure invocation is legal, we must examine the semantics of parameter passing. Our notion of parameter passing is defined in terms of binding. Each formal parameter is a local variable of the procedure; this variable is created at invocation, and the actual parameter is bound to it. The procedure invocation is legal if the bindings of actual to formal parameters are legal.

For example, suppose a procedure \( P \) has type requirements

\[
\text{procedure } P \ (x: T1[f,g]) \text{ returns } T2[k]
\]

and declarations

\[
\begin{align*}
& a: T1[f,g,h] \\
& b: T2[k]
\end{align*}
\]

occur in the invoker of \( P \). Then the statement \( b \leftarrow P(a) \) is legal because the invocation \( P(a) \) is legal (\( x \leftarrow a \) is legal), and the qualified type of the invocation expression is \( T2[k] \) and therefore the binding to \( b \) is legal. However, \( b \leftarrow P(c) \), where \( c: T1[f,A] \), is not legal because \( x \leftarrow c \) is not legal.\(^2\)

The question of whether a procedure definition is access-correct can be answered independently of any invocation of that procedure. A procedure definition is access-correct provided that all bindings within it are legal, and for every return statement:

\[
\text{return } <\text{expr}>
\]

the qualified type of \(<\text{expr}>\) is greater than or equal to the qualified type in the procedure <result specification>.

---

2. Our notation can easily be extended to permit the invoker to specify that a subset of rights is available, e.g., \( P(a[f,g]) \).
2.2 Remarks

Our semantics was chosen to model systems in which controlled sharing of objects is fundamental: the sharing of actual objects (rather than just copies of the values of objects) leads both to interesting behavior (e.g., many programs working with the same database), and the need to exercise control over exactly how the objects should be shared. Sharing exists whenever two or more variables contain the same object-id; the binding operation causes sharing by storing an object-id in a variable. Note that sharing is significant only if operations exist to change the value inside the object. For example, sharing is significant for AssociativeMemory objects, since AssociativeMemory operations Insert, Change and Delete modify the values inside of an AssociativeMemory object. On the other hand, sharing of integers causes no problems if none of the integer operations modify the values in integer objects.

In conventional ALGOL-like languages, variables hold the values themselves rather than pointers to values, and assignment copies a new value into a variable. To support this view, we must define an assignment rule analogous to our binding rule. Although more elaborate schemes can be invented, a simple and probably sufficient rule is:

\[ v := e \]

where \( T_v \) and \( T_e \) are the types of \( v \) and \( e \), respectively, is legal provided

\[ T_v \leq T_e \]

and furthermore

\[ \text{read a rights (} T_e \text{)} \]
\[ \text{store a rights (} T_v \text{)} \]

where the "read" right permits the value of a variable to be read, and the "store" right permits a
new value to be written in a variable. Almost all types would provide these rights.

The binding rule described above only permits a decrease in the rights available to an object. An object is originally obtained by invoking a creation operation of its type. For both built-in and user-defined data types, the creation operations provide objects with full rights whenever they are invoked, as is illustrated by the MakeMem operation in the AssociativeMemory example shown in Figure 1. Thus the creator of an object obtains all rights to it. As the object is passed from one access-control procedure to another, certain rights may be removed, but rights are never gained. This is true because binding is the only method provided for passing objects between procedures.

Sometimes, however, it is necessary for the called procedure to obtain more rights to the object than the caller had. When this occurs it is called amplification [5]. In our model, we permit amplification to occur at only one point: at entry to a procedure implementing a primitive operation of a type. Implementation of a new type would be done by means of a linguistic construct, such as the SIMULA class, CLU cluster, or Alphard form, that provides implementations for the primitive operations of the type in terms of a representation selected for the objects. Outside of the type definition, (direct) access to the representation is not possible, but inside each operation such access is needed and must be permitted. Thus, when it is invoked, a primitive operation obtains additional rights to each object of its type passed in as a parameter because it obtains rights associated with the object's representation type.

Even within the operations of a type, access-control restrictions cannot be violated; amplification occurs on parameter objects of the type, but thereafter all bindings must obey the

3. Objects may also be obtained by asking the file system for them. This case is discussed in Section 4.
4. A more thorough treatment of amplification is given in [7].
binding rule. However, since extra rights are obtained at entry to a primitive operation, it is possible that the operation may make some of these rights available to its caller; indeed the operation may have been provided precisely for this purpose. Thus, amplification makes it possible for an access-correct procedure to obtain additional rights to an object.

Since it is the type definition that determines the behavior of the type, a user must study the type definition to determine exactly what sharing an object of that type means. Restricting amplification to type definitions ensures that only the type definition must be studied. A less stringent restriction on amplification, for example, to permit procedures outside the type definition to obtain additional rights, would mean that procedures outside the type definition must be considered to determine the behavior of objects. This is counter to the philosophy guiding the design of the class of languages we are considering. Our restriction on amplification matches the restriction in CLU and Alphard on access to the representations of user-defined objects.

3. Sharing Structured Objects

The access-control rules described in the previous section provide control over the sharing of objects that are passed directly from one procedure to another. However, they are inadequate to control sharing of objects passed indirectly – through the medium of another object. For example, suppose a number of procedures share a data base of bank account records. Our rules can be used to control the sharing of the data base as a whole, but there is no way to also control sharing of the individual bank account records stored in the data base.

To discuss this problem further, we must introduce a notation that permits us to talk about both the structure\(^5\) as a whole (the data base) and the elements or components of the structure (the

---

5. We will refer to types providing storage for component objects as "data structures" or "structures."
bank account records). The data type to be described is "data base of bank accounts," which is similar to data types already existing in programming languages such as "array of integers." The notation we will use is the following:

<data structure type name>[<element type names>]

Examples are

DataBase[BankAccount]
array[integer]

Both the data structure and the element types can be qualified. To specify qualified structured types we will use the notation

T[Q_1,..,Q_n][r_1,..,r_m]

where T is the name of a structure type (for instance array, record or DataBase) for which rights r_1,..,r_m are defined, and Q_1,..,Q_n are the qualified types of the n kinds of elements in the structure. In the following discussion we will limit ourselves to structures containing a single kind of element; this simplifies the discussion without loss of generality.6

Suppose that we wish to write a program, AccountSort, to sort an array of bank accounts by account number. The program is not permitted to modify the bank accounts or even to determine the amount of money on deposit in the accounts. Assume the rights to bank accounts include Deposit, Withdraw, and AccountNo, and that all these rights permit the use of operations of the same name. Then the access control needs of procedure AccountSort to the array can be

6. Limiting what appears between the square brackets to just types is another simplification. It is easy to permit other compile-time-known quantities to appear between the brackets (for example, the selector names for components of records); an extension to quantities not known until execution time (for example, array bounds or limited ranges of element values) can also be made, but at the expense of run-time checking.
expressed:

```plaintext
procedure AccountSort (a: array[ BankAccount(AccountNo) ])[all])
```

Another legitimate array type, one that might be used by a caller of `AccountSort`, is

```plaintext
b: array[ BankAccount(AccountNo, Withdraw) ])[all]
```

We want the invocation `AccountSort(b)` to be legal. Intuitively, what we want is a binding rule that permits a structured object to be bound to a variable provided that the rights to the structure as a whole, and to the elements of the structure, do not increase. However, a straightforward extension of our rule is inadequate, as will be shown below.

Just as with simple data objects, a data structure such as array or `DataBase` may be characterized by a group of operations, including element replacement operations, which store new elements into the structure, and retrieval operations, which retrieve elements. For example, operations of interest for arrays are `arraycreate(a)`, which creates a new array with lower bound 1 and size n, `size(a)`, which returns the size of array a, `update(a, i, x)`, which binds object x into the `i`th element of array a, and `fetch(a, i)`, which returns the object bound to the `i`th element of array a.

Note that `update` is a replacement operation and `fetch` is a retrieval operation.

A data structure type name stands for a set of types, containing a different type for each possible combination of element types of the structure. Thus, "array" names the set of types containing among other elements

```plaintext
array[integer]
array[string]
```

The types in this set of types differ from one another only in the kinds of elements the arrays contain. Each type (in the set) is associated with a group of array operations that are specialized to
work for the particular element type by an appropriate selection of types for their input and output parameters. For example, the parameter and return types of the operations for the type `array[string]` are (ignoring qualifications on integer and string elements):

```
procedure arraycreate (size: integer) returns array[string][size]
procedure size (a: array[string][size]) returns integer
procedure fetch (a: array[string][fetch], i: integer) returns string
procedure update (a: array[string][update], i: integer, z: string)
```

Qualifications on the element type of a data structure type indicate the rights to elements that are potentially available throughout the lifetime of each object of the data structure type. A creation operation provides a new data structure with the stated set of rights available for each element. Element retrieval operations provide at most that many rights, while the user of replacement operations must provide at least that many rights to a new element. When the structure is passed to a procedure with fewer rights to elements, then a retrieval operation will provide only the smaller set of rights. However, it would be incorrect to invoke a replacement operation with the smaller set of rights because other programs that share the structure make use of the larger set of rights to elements.

For example, consider procedures `P` and `Q`:

```
procedure P (a: array[ T[f] ][all], x: T[f])
    ...
    update (a, i, x);
end P;

procedure Q (b: array[ T[f, g] ][all], y: T[f, h])
    z: T[g];
    P(b, y);
    z ← fetch (b, i);
end Q;
    ...
```
Both of these procedures appear to be access-correct, assuming that \( Q \)'s invocation of \( P \) is permitted. The invocation of \( P \) results in the situation shown in Figure 3a. Figure 3b shows the situation after \( P \) has returned and the binding resulting from \( z \leftarrow \text{fetch} (b, l) \) is made. Note that access right \( g \) has been illegally obtained for object \( \beta \).

In a capability-based system, this set of actions would eventually result in a run-time access-control error, most likely when \( Q \) attempted to use right \( g \) for object \( \beta \). Note, however, that the source of the error is in \( P \)'s invocation of the array update operation. In the next section, we define an extended binding rule that permits certain invocations of \( P \) but guarantees that access-control errors, such as that described above, cannot arise.

---

**Figure 3. Illustration of Simple Extension.**

3a. The situation just before \( P \) returns.

3b. The situation after the binding \( z \leftarrow \text{fetch} (b, l) \).
3.1 Extended Rule of Binding

Our extended rule of binding permits a procedure to state precisely what limited rights it requires to all objects, including data structures and their component objects. Replacement operations are still allowed, but only if the bindings performed result in a structure that is consistent with the access-control assumptions made in all procedures that share the structure.

When a procedure is passed a data structure with restricted rights to the elements, information is lost about rights that the caller, and other procedures sharing the object, expect to have for the elements. All that is known is that the structure provides at least those rights to elements required by the called procedure. Consider the example of a procedure \( G \), which accepts as a parameter an array of elements of type \( T \) with \( f \) and \( g \) rights, with full rights to use the array. A call to \( G \) will be legal only if it is passed an object of type

\[
\text{array}[R][\text{all}]
\]

where \( \text{base}(R) = T \) and \( \text{rights}(R) \geq \{ f, g \} \). Thus \( R \geq T[f, g] \). We have just expressed exactly what is known inside \( G \) about the element type of the array. The notation we actually use is

\[
\text{procedure } G (a: \text{array}[R][\text{all}])
\]

\[
\text{where } R \geq T[f, g]
\]

We will refer to types like \( R \) as \( ? \text{types} \); the "?" emphasizes that the rights associated with these types are not completely known.

A formal parameter declaration containing a "?" before the type identifier is called the \textit{defining occurrence} of that ?type. Each ?type has a single defining occurrence. The ?type can be used in other declarations, but the "?" does not appear; for example, in
procedure H (a: array[?R ]{all}, b: array[ ?S ]{all}, c: S) returns R
where R ≥ T[f, g], S ≥ T[f, g]

the declaration of b is the defining occurrence of S, and this ?type is also used in the declaration of
c. For simplicity, we limit defining occurrences of ?types to formal parameter specifications in
procedure headings. Within a procedure body, ?types may be used to declare new variables in the
usual way. For example, inside H,

c: array[S]
w: R

are legal declarations.

The association of actual type values with ?types is made at procedure invocation. Legality
of a procedure invocation having ?types for some of its formal parameter types is checked as
follows. Each ?type is matched with the type of the actual parameter passed in the position of the
defining occurrence of the ?type. The match succeeds only if the type of the actual satisfies the
constraints on the ?type stated in the where clause. If the match succeeds, it defines the unique
qualified type associated with the ?type. Next, the declarations for the formals, and for the return
type, are rewritten, replacing the ?types with the matched type values. Finally, the actuals are
bound to the formals; if the bindings are legal (according to the rewritten declarations and the new
binding rule discussed below), the invocation is legal.

For example, suppose the following declarations appear in the invoker of H (H is declared
above):

x: array[ T[f, g, h] ]{all}
y: array[ T[f, g] ]{all}
u: T[f, g, h]
v: T[f, g]
The statement $u \leftarrow H(x, y, v)$ causes $R$ to be associated with $T[f, g, h]$, and $S$ to be associated with $T[f, g]$. Then the formal declarations are rewritten:

$$
\begin{align*}
a & \colon \text{array}[T[f, g, h]][\text{all}] \\
b & \colon \text{array}[T[f, g]][\text{all}] \\
c & \colon T[f, g]
\end{align*}
$$

and the return type is $T[f, g, h]$. This statement is legal since all the bindings of actuals to formals are legal, as is the binding of the returned object to $u$.

To define the extended binding rule, we must consider what assumptions can be made inside a procedure using ?types. Inside such a procedure, the qualified type associated with a ?type is not known, but a set of possible candidates for the qualified type is known. This set consists of all qualified types satisfying the constraints stated in the where clause. For example, inside of $H$ ?types $R$ and $S$ are both known to be in the set

$$
\{T[f, g], T[f, g, h]\}
$$

The binding rule is defined so that no extra rights can be obtained no matter which member of the set is associated with the ?type in the current invocation. Furthermore, no relationship can be assumed between two ?types with different names. In particular, even if two ?types are drawn from the same set, it is not possible to infer that one is less than or equal to the other. This can be illustrated by invocations of $H$: The invocation $H(x, y, v)$ causes $R \geq S$ while the invocation $H(y, x, u)$ causes $S \geq R$.

Now we are prepared to extend our rule of binding to cover the two additional cases introduced by data structures and ?types. We consider the binding
\[ y \leftarrow e \]

where \( T_v \) and \( T_e \) are the types of \( v \) and \( e \), respectively; again, we wish this binding to be legal if we are certain that \( T_e \geq T_v \). In the case of data structures, the base type of qualified type \( T[Q][r_1, \ldots, r_n] \) is \( T[Q] \) (where \( Q \) is the qualified element type), and we apply the binding rule of Section 2 directly: \( T_e \) and \( T_y \) must be identical up to the rights on the structure as a whole. For example, \( y \leftarrow x \) is legal if

\[
\begin{align*}
x & : \text{array}[T[f, g]][\text{all}] \\
y & : \text{array}[T[f, g]][\text{fetch}] 
\end{align*}
\]

or if

\[
\begin{align*}
x & : \text{array}[S][\text{all}] \\
y & : \text{array}[S][\text{fetch}] 
\end{align*}
\]

where \( S \) is a \( ? \)-type. Essentially this rule ensures that a reduction in rights to an element type can be accomplished only by introducing a new \( ? \)-type.

If \( T_e \) and \( T_y \) are unstructured but involve \( ? \)-types, a binding is legal only if it is legal no matter which member of the set is substituted for the \( ? \)-type. For example, if \( R \) is a \( ? \)-type known to be \( \geq T[f, g] \) and \( y : R \), then \( x \leftarrow y \) is legal only if

\[ x : R \]

or if the type of \( x \) is not a \( ? \)-type and \( T[f, g] \geq \) the type of \( x \) (e.g., \( x : T[f] \)). On the other hand, \( y \leftarrow x \) is legal only if

\[ x : R \]

or

\[ x : T[\text{all}] \]
3.2 Remarks

The usefulness of the extended rule is demonstrated in Figure 4, which shows the implementation of the AccountSort procedure, discussed earlier, to sort an array of bank accounts by account number. A legal invocation of this procedure would be, for example, AccountSort(b), where

\[ b: \text{array}[\text{BankAccount[all]}][\text{all}] \]

A sorting example is of interest because sharing of the object being sorted is necessary, and because it must be possible to read an element from the object being sorted, and later to write that element back into the object. Observe how the use of the ?type R enables this activity (the interchange of the \( i^{th} \) and \( j^{th} \) elements of the array).

---

**Figure 4. The AccountSort procedure.**

```plaintext
procedure AccountSort (a: array[?R][all])
  where R \geq \text{BankAccount[AccountNo]};

comment AccountSort sorts an array[BankAccount] by account number, using a bubble sort;

index: integer[all] \leftarrow \text{size (a)};

repeat
  bound: integer[all] \leftarrow index;
  index \leftarrow 1;
  for j: integer[all] \leftarrow 1 step 1 to bound - 1 do
    if AccountNo (fetch (a, j + 1)) < AccountNo (fetch (a, j))
      then begin
        temp: R \leftarrow fetch (a, j + 1);
        update (a, j + 1, fetch (a, j));
        update (a, j, temp);
        index \leftarrow j
      end
  until index = 1

end AccountSort;
```
The ?type notation requires only a slight extension to express information about general type parameters. So far, we have always related a ?type to some identified base type; for type parameters, what is needed is a notation that avoids naming the base type. A possible notation is

\[ T \geq \text{base}\{f,g,h\} \]

to indicate that any base type providing rights \( f \), \( g \), and \( h \) may be matched to the ?type \( T \). For example, using this notation we could write a general sort procedure

```plaintext
procedure Sort (a: array[?R]; all)
   where R \geq \text{base}\{less\text{than}, equal\}
```

which would sort an array of any element type providing rights \text{less\text{than}} and \text{equal}. Note that we are assuming that \text{less\text{than}} implies the presence of the "\(<" operation and that \text{equal} implies the presence of the "\(=\)" operation, and that the two operations together define a total ordering on the element type; similar assumptions must be made whenever general type parameters are permitted.

General type parameters are useful for implementing (user-defined) data structures. The replacement operations for data structures store element objects for later retrieval; on retrieval the rights available when the objects were stored are needed by the user. The ?types can be used to provide the user with rights to element objects without also providing those rights to the operations of the structure type. Therefore, a programmer can use a data structure as a repository for sensitive objects, without having to give the procedures implementing the operations of that structure access to the component objects.

Access-correct programs written in terms of ?types cannot lead to illegal acquisition of rights. This can be argued as follows. Binding that involves ?types is permitted only if it would be legal (according to the basic binding rule of Section 2) for any qualified type in the set determined by the constraints on the ?type. Therefore it must be legal whenever the actual type is
a member of that set.

4. Writing Long-Lived Programs

To simplify the presentation of our access-control mechanism, we focussed on the specification and the access-correctness of individual programs units. However, real programs of any size are composed of multiple program units. In the languages under discussion, two kinds of program units are of interest: procedures and type definitions. In this section we discuss the access-control aspects of the construction and use of long-lived and large programs. The issues involved include storing program units for use in more than one program, combining (separately compiled) program units to construct a program, and the storage and reacquisition of user-defined objects across multiple invocations of a program. Thus we are led to consider the interface between access control as provided in our language extension and in operating systems.

4.1 Sharing Long-Lived Objects

In systems where users share objects, there is usually some storage facility, which we will call a library, to provide for long-term storage and later reacquisition of data objects, including both programs and program units, as well as the data objects pertinent to various applications. The library must:

1. permit users to associate a symbolic name with an object.

2. retain the "name, object" pairs for retrieval.

3. only permit retrieval, deletion, or replacement of stored objects by authorized users or their programs.

We will discuss only the third feature of the library, for it is here that the language and operating
system access-control mechanisms interface. To be compatible with the access-control facility in the language, it is necessary for the library to retain information about the rights available to a stored object, as well as any constraints on which users can obtain access to it. In the following discussion, we will assume the existence of a capability-based operating system, since this is perhaps the most hospitable environment in which to build such a library.

When a request is made to the library to obtain access to a long-lived object, the library must perform authentication of the requestor before granting access. Here the library must rely on the operating system. We will sketch only a single alternative design for achieving this authentication. We assume that with each object the library maintains an authorization list [13]. Each entry in the list gives the name of a user and a capability for the object. The capability specifies the base type of the object, and the rights that the named user has to the object. (Recall that the qualified type of a variable and the operating system capability are similar.)

When some program (on behalf of a user) requests access to an object, it specifies the symbolic name of the object. If the symbolic name is known, the library invokes the operating system requesting identification of the user on whose behalf the request is made. The library then returns the capability associated with that user (if any) in the authorization list, effectively granting the user's program the ability to access the object. (For simplicity, we have described authentication in terms of users. More general designs, if supported by the operating system, would allow programs or (user, program) pairs to have identities for access-control purposes.)

Linguistic extensions are needed to program the library and the programs that interface with it. Since users can define new types, these programs must deal with object types that were not defined when the programs were written. Enumeration of the types of all objects that might be presented as parameters to an invocation of a library operation, for example, is impossible. Therefore, the language must then include syntax and semantics to permit parameter objects of any
type. This can be accomplished by providing a type \textit{any}. A variable of type \textit{any} can be bound to an object of any type; such a binding, for example \textit{s} \leftarrow \textit{e}, causes information about the qualified type \textit{T}_s of the right hand side to be retained in the type \textit{any} variable. Later, information about this qualified type can be recovered by coercion: an expression of type \textit{any} can be \textit{coerced} to some stated qualified type provided this qualified type is less than or equal to the original qualified type. The combination of type \textit{any} and coercion permits programs to save objects in the library, and then later to retrieve and manipulate them.

\subsection*{4.2 Program Construction}

To construct a program out of multiple program units, we require a policy for controlling when a program unit is made available for use. One possible policy is to assume, as is done in languages like PASCAL or ALGOL 60, that an entire program text, including the texts of all program units, is compiled at one time. Then the scope rules of the language determine where a type or procedure is known and usable.

A more promising alternative for long-lived programs is a policy permitting program units to be separately compiled and stored in a program library. If this approach is followed, then the issue of program unit availability becomes a subproblem of the general problem discussed above of retrieving objects from the library. A user wishing to bind two program units together must have the authorization to retrieve "execute" capabilities for both units from the library.

If program units are to be compiled separately, then a method is required for ensuring that the interface requirements of a program unit are satisfied by every invocation of that unit. The access-control mechanism requires only a slight extension of a method that provides type checking for independently compiled program units (see \cite{D0} for a method that does this checking at compile time). In particular, the method must guarantee that every use of a program unit
provides actual parameters of a qualified type greater than or equal to the qualified type required for the formal parameters.

Another issue in program construction involves the question of what the availability of a type definition means. Recall that a type definition defines a set of operations; the question we are addressing is whether availability of the type definition implies availability of all the operations or a subset of the operations. We have made the simple assumption that if a type definition can be used at all, then any operations defined in the type definition can be used. (Whether invocation of such an operations fails due to insufficient or incorrect rights for actual parameter objects is a different question.) Note that alternative policies are feasible and may be desirable. For example, a language supporting separate compilation of program units could require that the use of each operation be separately authorized. This is similar to the approach used in the Hydra operating system [8], and in the programming language Gypsy [11].

5. Discussion

In the preceding sections, we have proposed the semantics and syntax of a programming language extension to permit controlled sharing of data objects. In Section 2 we introduced notation and rules sufficient for controlling the sharing of simple, unstructured objects. In Section 3, we extended our notation and rules to permit controlled sharing of both data structures and the elements contained within them; we then showed how a slight further extension gave us the ability to have general type parameters. In Section 4, we discussed the interaction of the access-control facility with the construction and use of long-lived programs. In the course of this discussion, we identified the need for a non-enumerated, discriminated union mechanism (type any and the coercion mechanism), if programs such as the library are to be programmed within the extension.

The goal of statically performing the maximum amount of access-control checking
influenced the definition of our binding rule. If more run-time checking were deemed desirable, the rule could be altered so that currently disallowed bindings would be permitted. We believe, however, that the effect of program execution should be clear when only the static program text is considered, so that relaxing the restrictions of the extended binding rule is inappropriate. Furthermore, with the addition of type any, we believe the extension is powerful enough to be useful in practical program construction.

Several areas associated with the extensions are worth further investigation. One topic is to extend our mechanism to express additional access constraints; for example, constraints based on the contents of the objects may be of interest. Another topic is to study the implementation of our language extension to determine the set of programs and the set of properties on which access-correctness depends. For example, it might be possible to structure a compiler in such a way that access-correctness depends on only a subset of the modules. This work is similar to ongoing work in operating system security [11, 12], and can be expected to enhance understanding of program specification and verification. Furthermore, only after such work has been done can the relationship between our notion of access-correctness, and the acquisition and use of accesses in programs, be fully understood.

In the introduction, we argued that the access-control extension was worthwhile because it would enhance program understandability and verifiability. Certainly the extension permits a kind of program property, access-correctness, to be defined and statically checked. To argue that the extension is truly an aid to the production of correct software, however, it is necessary to show that the constraints that can be expressed are of interest in a large class of programs, and are important enough to compensate for the linguistic complexity arising from the incorporation of the mechanism. The extension is clearly beneficial for programs that are written to run on operating systems providing access-control mechanisms. We believe that the extension is beneficial in a more
general environment as well, and that the presence of the extension will lead to a style of programming in which careful attention to access-control improves program structure. Only by practical experience in using the extension can this claim be evaluated.
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