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SPEED INDEPENDENT ASYNCHRONOUS CIRCUTTS

Jack B. Dennis and Suhas 8. Patil
Project MAC, MIT
Camhridge, Massachusetls

INTRODUCTION

The concept of speed independent switching cir-
cuite wag first studied seriously by Professor
bavid Muller of the University of Illincis moxe
than a decade age [7]. Tha subject concerms
switching circuits whase cerrect operation is un-
affected by varlations in the apeed of operation
of the switching devices making up the circuit.
Variations in switching speed may rasult from var-
{ations in conditions of manufacture, differences
in lead lengthse, and envivonmental factors such as
temperature and power supply voltage. 5Speed in-
dependent degign makes 1t possible Eo guarantee
correct operaticn of a circult st speeds limited
only by the actual delays present in the physical
devices of the elrcuit,

When the notlon of speed independent gwitching

" eireuits was introduced, logic designers felt with

considerahle justification, that tha greater mum=
ber of active elemants required by gpeed 1indepen-
dent designs rendered the concept impractical.
Since then, many changes have taken place in tech-
nology including the advent of integrared clrcuits
and speed independent design 19 now sufflclently
attractive to merit further serious study,

The work reported here forms one aspact of current
research on asynchronous ayslemd in the Computa-
tion Structures Group at Project MAC, Dur ideas
derive from the publicarions of Muller and hia
colleagues [5, 6, 7, 8] and the racent work of
Anatol Holt [4] on the semantics of concurrent
ayatems. OQOther aspects af our research may be
seen in reports by Patil [9] and Dennis {31.
Altman, Bruno and Denning [1, 2} have also re-
ported on research that le directly related to
oura.

CIRCUITS

The modsl we uaa for switehing clrculta is egden-
tially the one used by Muller [7, 61. A net is an
{nterconnection of finitely many Qperarors: Each
operator models ons gate oF switching element,

and has one or more input connections and one or
more output connections. Fach output comnects To
3 unigque node of the net. Each input connection
te an opérator comes from a distinct node of the
petwork. The nodes of & nebwork take on Lhe val-
ues D or 1 during its operation. The value at &
node is determined by the assaciated operator in
respense Lo signals (changes in velue) at ite in-
put nodes.

The behavicr of an operator is conveniently speci-
fied by means of & form of Karnaugh map called a
trangition diggrem. Transition diagrams for op-
erators that model several important types of
switching elements are given in Figure 1. Each
cell of a transition dimgram represents a total
state of the cperator — that i{s, a combination of
input values and value at the output node, For
certain total stares an operator 1s active, and the
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corresponding cells in the map are marked with =s-
terisks. An operatecr that is active may fire —
changing the value at its output node from @ o 1
or frem 1 to 0. The trangition of an operator to
a new stable state is indicated in the map. A
state of a net is a set of binary values for the
rodes of the net. In any given state of the net,
certain operators are active. Any of these op-
erators may fire yielding a new state. ’

There are twoe alternate assumpticns of interest
concerning the insensitiviey of switching circuits
to delays. We may esk that a circult operate cor-
rectly even 1{f arhitrary finite delays are inserted
in any of ire wiree. Circuite designed to behave
correctly under this very strict requirement witl
be called type 1 switching circuits. Alternative-
Iy, we may assume that the delayvs con wires are
negligible and require that a circuit behave car-
rectly repardless of variations in switching speed
of its gateg. Clrcuirs desipned in accordance with
this less restrictive requirement will be called
type 2 circuits,

The manner in which type 1 and rype 2 circults are
modelled by nets is shown in Figure 2. The rela-
tion between a type 2 circuit and the net that
models it is direect {(Figure 2b). Each wire that
Joins some gate output to the inpuets of cther gate
gates is represented by a node in the net. TIn the
case of a type 1 circuit, we introduce idencity
operators (Figure Ze¢) that model the unknown de-
lays in trensmission of signels on wires,

Ideally, ona would Iike to realize switehing cir-
cuits as type 1 interconnecticns of standard
switching elements. However, we chall see that the
circaits that may be synthesized by a type 1 fnter-
connection of AXD, OR, and NOT gates are so lim-
ited as to be uninteresting. Thus the usuwal set of
srimitive gates does not provide an adequate basis
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for the synthesis of useful type 1 circuits. We
may ask whether there exists a smzll collectiaon of
building blocks that permits the synthesis of ar-
bitrary type 1 switching circuits. Since such
building blocks would have many instances in a
large circuit, and since the electronic components
within such units would be in a fixed loeal pattern
1t is reasonable to design the building blocks aa
type 2 intarconneéckions of converntional gates. We
have found that s large class of speed independent
circuits may be synthesized according to this
echeme, using a emall set of primitive switching
elements. HNevertheless, we do not as yet know a
finite set of primitive elements that form a uni-
versal set for building asynchronous systems.

The AND, OR and NOT gates clearly do not constitute
a2 satisfactory basis for type 1l circuits as & very
important operator, the C-element of Muller

{Figure 1), cannot be synthesized as a type 1 cir-
cuit of AND, OR and NOT elements. A circuit for the
C-element must have some internal feedback and

there may be arbitrary delays in the feedback path
if the eircuit 1s type 1. Thus if the inpurt changes
before the feedback has settled, the eircuit will
behave contrary to its specification. MNevertheless
the C-element can be synthesized as a type 2 cir-
cuit uging AND and OR gates [5].

FERSISTENT AWD LIVE CIRCUITS

Now consider what happens if we continue to fire
active operators in a net which models & circuit.
The activity of the net either comes to a halt at z
atate where no operator is active, or the actlon of
firing operators continues forever, In the lattar
case, as the circuits and therafore the nets are
finite, some states must repeat. In Ehias case,
there must be a set of states such that it is pos-
gible te go from any one af them to any other by
means of appropriate firing sequences. & maximal
set of sktates such that the ¢ircuilb can go from any
one of them to any other will be called a state
class. State classes are of interest to us because
we view the activity of the cireuits as an ongoing
activity continuing from the distant past and geoing
into the future ad Infinitum. A net together with
a state class will be called a system and represents
the behavior of a cirecuit, A state clasg which i
closed In that no firing sequence can take the net
into a state nat in the class will be called a
rerminal state class. A system in a terminal class
continues to operate in that state class.,

The notion of liveness of cirguits and systems isa
clagsely related ta the ideas expressed above. An
operaltor is live if any firing sequence for the sys-
tem can be extended to include a new firing of the
operater. A system {i.e., a ner operating in a
state claszs) 1is live 1if every operator in the sys-
tem is live, Liveness of a system means that at no
point in its operation is any operator of the sys-
tem rendered inoperative.

wext we introduce a property of systems called per-
sistenve. Apn eperator in a system is persistent if



afrer becoming acrive, it cannot lose its active
gtatus as a result of any number of firings of
other operators in the system. Thus a persisrent
operator ceases to be active only as a result of
its own firing. Persistence of switching alements
in c¢ircuits is defined similarly. A circuit Is
persistent if each one of its elements is persis-
tent, and similarly a system is persistent if each
one of its operators is persistent. It ig impor-
tant to note that for a type I circult to be per-
siatent, it is only necessary for the circuit op-
erarors to be persistent in the system repre-
senting the circuit; lack of persistence on the
part of the interconnection operators does not
matter (see Figure 3}, The term ‘“persistent' has
been adopted from the work of Miller and Karp.

Pergistent syerems {(nets) nat involving generators
{introduced larer in this paper)} correspond to
Muller's semi-modular circuits, Persistence is a
convenlent way for achieving speed indapandance,
but persigtence is not a requirement for speed in-
dependence. ’

We will now focus cur attention on the kind of
live and persistent circuits that can be had as
type 1 and type 2 circufts., We have obtainad an
important negativa rasulet which states thet e
type L civcuit comstructed cut of AND, OR, NOT and
IDENTITY elements ie live and persistent if and
only if the circuit has an odd number of NOT ele-
ments and every ¢losed path {a clrcuit in the
graph theoretlic sense) in the circult passes
through every element of the circuit. A key fact
in proving this is that, in a live and persistent
type L ecircuit, a firing sequence which brings the
circuit back to tre initclal state must firve every
element of the circuit,

From the negative resulc stated above, the only
live and persistent type 1 circuits which can be
built out of AND, OR, WOT and IDENTITY alements
are of the type shown in Figure 3. Therefore,

we shall include the G-element with these elemants
as a basic switching element, With the C-element
included, we can obtain type 1 circults for an im-
portant eclags of systems called marked graphs
(Holt [4]). We give e brief introduction to
marked graphs below.

Marked graphs are directed graphs conmsisting of
nodes joined by arcs., Some cobjects called markers
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are associated with arcs. When each of the arcs
ineident on a node has a marker, the node may fire,
picking a marker from each of those ares and
placing a marker on each of the emergent arce.

The actiaon proceeds as ercs lose and gain mackers
by the firlng of nodes. Marked graphs in which no
arc has wmore than ons marker on it at any time are
called safe marked graphs. Marked graphs consti-
tute an important class of systams and are very
useful in specifying certain kinde of control
schemes for asynchronous computers.

A typa 1 clrecuit for a safe marked graph can be ob-
tained by directly substituting C-elements for
nodes, wires for arcs and NOT elementa for markecs.
In thia construction we permit C-elemeénts with mul-
tiple inputs which are raquired for nodes with wmul-
tiple incident arca. Since the C-element can be
cenatructed as a type 2 circuit using AND, OR and
HOT elemeuts, type 2 cireuits for marked graphs
can be constructad using AND, OR and NOT gates
alona, .

In terms of asynchronous systems, we are interegted
in broader classes of systems rhan those character-
ized by marked graphs, We are currently investi-
gating appropriate building blocks for speed in-
depandent synthesis of several encloaing classes

of systems.

INTERCONNECTION OF CIRCUETS

Cireuits of the type we discussed so far are closed
efrcuits in that they do not communicate with the
outside. Yet for circuits to be wseful for pro-
cessing Information, they must be able to exchange
signals with the outside, In Mullar's work
comnunication with a circuit was arcanged by re-
moving either a NOT or an LDENTITY element from
the circuit; the two wires so obtained formed 2
link of communication. Thase links operate with
anly one bype of signal, and therefore cannot con-
vey information bite (0 or 1), We will now intro-
duce operators called gemarator and abgorber to
permit us ta send informatfon to and from circuits.

When a generator (Figure &a)} is in its inicial con-
dition in which all input and output wires have
value 0, the operator changes one of the output
wires to 1. Which of the output wires will become
1 is not known a priori. A generator thus vepre-
gents a source of Information, After hawving
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generated a bit in this way, the operator returns
its output to O after the input has changed teo 1.

The absorber (Figure 4b) changes its eutput te 1
when either of its inputs is changed to 1 (both
inputs of this operator must mot be 1 at the same
time). When its input 1s testored to D, the op-
arator returns its output to 0. An absorber med-
els an element which absorbs information. In a cir-
cuit an OR gate can serve as en absorber.

Generators and absorbers provide a way for con-
recting circuits just as ¥OT and TDENTITY elements
do in Muller's work. To connect two circuits, a
generalor Ls vemoved from uvne circuit and an ab-
gorber is removed from the other and the links thus
obtained are connected togethear. Just a9 the cir-
cuit obtained by interconnecting twe live and per-
sistent circuits by removing NOT and IDENTITY ele-
ments is live and persistent [8], the clecuit ob-
tzined by interconrecting two live and persiatent
circuits by removing m generatar from one and an
absorber from the other is alse live and pergis-
tent. Mecdless to say, the two circuits muat ba
brought to appropriate states hefore baing joined
together. (Note thar-this interconnecktion prop-
erty holds only if the two circuits are separate.)

The interconnection property stated above providee
a way for construecting a live and persistent cir-
cult from smaller live and persistent circults.
Tha asyachronous counter prasanted below illus-
trates these ideas.

THE COUNTER EXAMFLE

To conclude, we discuss an application of speed in-
dependent logic dasign which cffera a number of
advantagas over conventional designs. 1In Figure 5
the counter C must record, at the highest possible
rate, the mumber of signals teceived at the input
connection 'count', Moreover, it muat be possible
to sample the number of aigrals recorded at arbi-
trary bimes, placing this number in register R each
time a signal arrives et the input comnection
'sample',

'sampie’
regigter R
P

"ecount '

counter _]

Figure 5

*sample’

‘eount' A
—_—

Figure &

Using speed independent design an elegank imple~
mantation of this sytem is pessible, It iz capa-
ble of very fast counting, only the first stages
need be constructed of fast devices, and it can
accept 'sample' signals separated by only one
toount’ signal. The system required is "non-
determinate" because the succession ¢f numbers ap-
pearing in register R depends on the order in which
signals arrive at tha 'count® and 'gample' connac-
tions. As shown In Figure 6, we can divide the
gystem into two parts loined by & three-wire link.
The portion designated A permits a 0 = 1 signai te
occur on just one of the wires e {count) or B
(sampla): an acknovledga signal on wire a and

a reset cycle must follow before a subsequent 0 -+ 1
aignal is sent. To the remaindar of the system,

k appeers as a generator element, It performa the
Ysynchronizing'" function of deciding whether a
‘count! signal or a 'sampla' signal iz to be acted
on First when the twe signals arrive nearly aimul-
taneously,

The main portion of the counter is determinate—
that is, the succession of numbers appearing in B
i detarmined by the sequence of signals sent over
the three-wire link {and the initial condition of
the counter).

To further develop the design, we look for a eolu-
tion in which tha stages of C and R are rapeti-
tions of the same circult as shown in Figure 7.

TFor each pair of stagas, the left stage acts as a
generator and the right stage acts &s an abaorber.
The two possible signal cycles will ba called c-
cycles and s-cycles., In each stage, one c-cycle
occurs on the right hand link for each pair of c-
cycles on the left hand link, Each atage Cf of the
counter remembers ona bit of the binary representa-
tion of the count, and muet complement fta state
for each c-cycle on the left-hand link. An g-cycle
on the left link causag a corresponding s-cycle om
the right link, and causes the staca of the counter
stage to be placed in the associated register stage
Ry, Cyclee of action flow from left to right
through the stages of the counter, each c~ or s-
cycle vn a link being held up just until the
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following stage acknowledges completion of irs ac-
tion for the preceding c- or s-cycle.

Each stage takes the form shown in Figure 8 in
which communication between C; and Ry is accom-
plished over a third three-wire link in the ob-
vious manner. The action taken by Cj in Tesponse
to an input c- or s-cycle depends on the bit value
remembered by Cj:

Case| Input |Remembered Bit|Register| Jutput
Cyele Cycle Cycle
lezry o f o (right)

1 C 0 1 noné none
2 G 1 4] notne C
3 S 0 0 D 5
4 S 1 1 13 5

Since the remembered bit must be examined in each
case, the stored bit must traverse a cyclic path
in the circuit for ¢;. The circuit Ecr C; is
shown in Figure 9. For simplicity, OR-elements
with two ta four input wires are usually indicated
by vertical lines inrersecting the input wires at
points marked by an arrowhead and a plus sign.

The circuit is & type 2 interconnection of OR,
NOT, and C-elements, the type 2 connections oc-
curring inside the dashed boxes. The initial comn-
dition of the circuilt is with the output of each
(~element at 0 except for the lower left C-element
which has its cutput at 1 initially. This is in-
dicated by the black dot. In this condition, the
circuit is remembering 0 and is veady to respond
to & g- or s-asignal from the left link. The

Figure 9

4. Holt, A. W. and F. Commoner,

remembered bit is represented by the condition of
the twa wires labelled k and k. The applicable
case in the above table is recognized by the four
gimilarly labelled C-elements in Figure 9. OR
elements react to their outputs to initlate the
actions specified in the table and send an acknow=
ledge signal over the left liak. The C-element in
the right part of the figure acts just when all
specified actions have been completad, The second
group of four C-elements retains the value of the
remembered bit. (Three C-elements are necessary in
any information cycle of a circuit for operation
without hang-up.)
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