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HMassachusetts Institute of Technology
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IRTRODUCTION

With the growth in gize¢ and complaxity of com-
puter systems the problems of system description
and correctness of system reallzation have become
increasingly severe. Inadequacies of conventional
maany of gystem descriptlon make ths unambiguous
statement and commenication of the functiomally es-
gential facecs of a design very difficult, and make
the correctness of a system bullt from current de-
seriptions imposaible to guarantee, Our research
on the description and realization of digital ays-
tems concerns the development of mechods of system
deserlpcicn that have a sound fermal foundation,
are spplicabls to practiczal digital syatema, and
for which rules of implementation can be given with
8 guarantee Chat the resulting hardware faithFfully
realizes the behavior spacified by the descripcion.

DIGITAL SYSTEMS

A digfital systam often haz the form of tws
{uterconnected parts: = data flow structure and a
eontrol structure., The data flow structure iz made
of registers, operators that take valuea from cer-
taln registers and place transformed values in
other regiscers, and decidera that permit values
held in registers to influence the future saquance
of actiona. The control structure generates sig-
nals that direet actions by the operators of the
data flow structure according te the results of
tests made by the deciders.

In an esynchronous realization of a digital
system, =ignals are sent from the data flow struc-
turs to the control structure rc indicate thar ac-
tion by an operatrr has been completed or that a
decigion by a decider has been made. These acknow-
Jedge signals are ised directly in the control
structure to generate readv signals that Initiate
actions by any op:rators and daciders which are now
eligible for execution. In this way, actions in
the data flow structure are not delayed beyond com-
pletion of those actions upon which correet fune-
tioring of the digital system depends.

If an asynchronous control structure correctly
implements the descriprion of a digiral system re-
gardless of the size of delays associaced with its
components, the control structure is called a speed
independent interconnecion of chase components.,

In this paper, we present and illustrate the
methods we have developed for the description and
realization of speed independant control structures
for digital systems. We have also been exploring
the Feasibiliry of realizing complete digital sys-
tems (including the reglscers and operators of the
dara flow structure) as speed independent Lntercon-
nectlons of simple ecircuits. For example, a study
of the design of a speed indepandent counter-with-
readout is fncluded in {5].

DATA FLOW STRUCTURE

Figure 1 shows tha notation used to repregent

‘the data flow structure of a digital system. The

componenty dare registers {a), operators {b} which
receive values from certain registers and place re-
sults in cne or more ocher vegisters, and deciders
(c) that make decisiong based on values held by
cercaln registers. Registers, cparators and da-
ciders are lnterconnected by data pathways called
data links {d).

A separate control link (e) from the contrel
gtructure terminates on each oparator. The control
link consists of two wires: A signal on the ready
wira talls the oparator that values are present in
Lts input registers ready for usme by the operarcor.
The operator sends a signal to the control strucrure
by means of the acknowledea wire when the results of
its action have been produced and placed in its ouc-
put reglsteras, The centrol structure communicates
with the deciders of the data flow structure by de-
cision links (£). A signal on the ready wire tells
the decider that its input registers held values to
be tested. The acknowledge signal is sent to the
control atmucture over one of ssveral acknowladge
wlres according to the outcom¥ of the test.

PETRL KETS

As illustrated in Figure 2, a Petri ner (8, 2]
i a directed graph having twe kinds of nodes:
places drawn as circles, and transieions drawm as
bars. Eaech arc conmects a place to a trenaition or
a transition to a placa. Irn the former cage the
place 13 an input place -- in the latter case an
gutput place -- aof the transition.

A ma2rking of a Petri net is an assignment of
some number of tokens to each place of the net.
The net progresses from ona marking to another by
the firing of transitions. The firing ruls is:

1. A cransicvion {s said to be enablad L{f each af
1ts imput places holds at least one token.

2. Any enabled transition may bs selected to be
fired.
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Figure 1. <{omponentz of a data flow structure.
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Figure 2. A Petri net,

3. A transition i» fired by removing one toksn

from each of its input places and then adding
one token to sach of itg oubtput pilaces,

In Figura 2, trangitions a and b (indicated by
asterisks) ara enabled for the marking shown,

A Petrl net is said to be safe for some
marking 1f applications af the firing rule can
never lead to a marking in which scme place has
more tham ome token, A net iz live for some
marking 1f, ne matter what marking has been
reached, it is possi“la to fira any tranaition
of the net by socme firing seguence. The net in
Figure 2 im both zafe and live, as will be true
for all Petri nats wi congidar,

1f, for some marking, application of the
firing rule to a Petri nat nevar rasults in a
Tansition ceasing to be enabled except by being
fired, the nat is persistent for that marking.
The marked Petri net of Figura 2 is not parsistent
btcause firing transition a yields & marking in
which transitiom b is no longer enabled.

EXAMPLES

Coencrol structures for digital systems may be
represented by Petri nets in which certain Eransi-
tions are labelled to refer to operators of a data
flow structure, and cerrain groups of frangitions
are lakelled to reier to the outcomes of deciders.
Figure 3 showa an intercomnection of operators that
act in pipeline fashion. The firing of a labellad
transition invelves four steps:

1. Remove tokens from input places.

2. Send a ready signal to tha oparator.
3.

4. Put rokens in output placas.

In Figure 3b the pair of places labellad A Tapre-
sents a control link used to coordinate the fnput

of values to the pipeline ayscem via data link A of
the data flow structure, Arrival of a token in the
upper place represents a ready signal indicating
that a new value has been presenced on daca link A.
Arrival of a token in the lcwer place represents an
acknowledge rignal by whici the pipeline system in-
dicates it has acted on the lasr value dresented and
4 new value may be placed on data link A. The pairs
of places latelled B and © coordinate transmission
of data values from the pipeline system {n a eimilar
way. :

Wait for the acknowledge signal,

A data flow structure for a simple conventiomal
computer iz shown in Figure 4a, Operators with the
lerter I written inside are Ldentitry ouverators that
transfer values between registers, Rezister P is

lol datm flow strucione
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Figure 3.

Petri nat representation of a control
structure for a pipeline system.

the program counter and T is the instruction regis-
ter. The operators "fetch" and '"read" retrieve
words from g memory (not shown) according to the ad-
dress in P ar I, respectively, and put them in the
instruction register I or the operand rogister M.
The operator "write" stores the word in the accumu-
lagor ‘A in the memory at tne addregs in I. We gup-
pose that the instructions of this machine fall inco
three classes: operate, gtore, and gonditionsl.
Instruetions af class oper read one operand from
memory and cause the word in A ko ba changsed in some
way. Instructioms of class gtore cause the word in
A €0 be written into memory, Instructions aof clase
cond apply soms test to the value In A and causs
cend

tranafer of contrel according to the imatruction
address if the condition is me:t. ‘The control atruc-
ture of the machine i specified ag a Pecri net in
Figure 4b. Decisions are modeled in the Petri net
by the firing of one of a group of transitions that
share an Lnput placa.
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fur a simple computer.
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SPEED INDEPEHDEHT CIRCITTS

Speed independent awitching eircults have bhaaen
studied axtensively by Mullar and his colleagues
[9, 10, 12]. Here we are concerned with circuits
formed by interconnecting coples of the switching
elemants dafined in Figure 5. The behavior of each
element type 1s specified by a form of Karnaugh map
called a transition diagram. Each cell of a tranai-
tion dlagram represents a total state of the
elament -- a particular ecu.daination of valuesg fer
Lts input nodes and output node. TFor certain total
states an element 13 active, and the ecorrespending
cells {n the map are marked with asterisks. An ele-
ment that {2 active may fire, changing the value of
itz output node from O £c l.or frem 1 ro 0.

& elreult constructed from components which
may be either the basic switching elements of Fig-
ure 5, or certain modulas conacructed by intercon-
necting basic elements, may be a type 1 or a type 2
speed independent implementation of a system., ILf
the firing sequances of the circuit carry out ex-
actly the behavior specified by a system descrip-
tlion, the circuit f{s a type 2 implementation of the
syscem. If, maveover, the behavior of the circuit
remgins corract when identicy elemencs are insertad
in e¢very comnection between components of the cir-
cuit, the interconnection of componments (modules or
switching elements) is a type 1 implementation of
the system.

A typa 1 implementation snsures correct dpera-
tion of a hardware system realization in spita of
arbitrary delays in its components or in the inter-
connecting wires., A type 2 implementation ensures
correct operation in spite of dalays In switching
element gperation but may have faulty behavier Lf
arbicrary delays occur in the wirea. Tr is artrac-
tive to implement systams as typa 1 incearcomnnectiona
af stendard medules which are kype 2 interconnections
of elementary clrcuits.

VIH?LEHENTATION QOF CONTROI, STRUCTURES

In this sention we preseut rules for transla-
tingz Pecri net descriptions into apesd indapandent
circults constructed as type ! intercormections of a
fixed set of module types. The rules presented here
are for & subclass of Patrl nets known as simpla
Petri mets. This subclass hes proven adequate for
representing all control structures we have studied
in our research. This clasza and two guccessively
wore restrictive subclasses of Petrl nets are de-
fined balow,

1. A placea is & rhured inpur place of a rransicion
‘ if it is an input place of tharc transition and
also an input place of some other transition.

2, In a gimple Petri net ¢ach trensition has at
most one shared input place,

3. In a free-choice net, a transition with a shared
input place has ornly one inpuc place.

4, In a marked grash, no transition has any shared
Lnput places,

We also reguire that the Petrl nets be live and
safa. Liveness ensures that no part of a control
structure described can reach a condition such that
Burther activity ie impossible, Safety ensures that
the number of distinct markings of a net is finite.
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Tranaition diagrams for
elementary circuics.

‘In a labelled Petrl net the group af transi-
tions assoefaced with a decider is known as a free
choice since some agant outside rthe net ig free to
make an {ndependent choice of which transition takes
the token from the shared input place. The transi-
tions in a free choi{ce are always nonpersistent,
since they are always enabled and disabled together.
We assume that the free cholces associated with de-
ciders includa all nonpersistent transitions of the
nets under comsideracion. This excludes situations
in which happenstance can affect the order in which
sventa are forced £o occur. Such control acructures
require use of arbiters {11].

The behavior of a clreuit -is related to the ba-
havior of the Petri net it implements by making a
correspondence between svant: in the Petri net apd
events in the circuit. There are two correspondences
thaik may ba made:

1. aimpla gignalling: Each transition (0 + 1
or 1 4 D) on a wira of the circuit corre-
spomds to.gn event in the nat.

2, reget sigghlling: Each transirion 0 4 1
an a wire corresponds to an event in the
net; tranaitions 1 » 0 are called resets.

Reset signalling was ued {n the control cirecuirs of
the Illiac II computer [12], and wi:. used by Mullar
in his epeed independent bit-processing modules [10].
Simple signalling hes been studied “y Fatil [&].
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Figure §. Implementation of simple Petri nats

using simple signalling,
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acknewledge asignalling.

Figure 6 gives the rules for implementing label-

led simple Petri nets that z=s live, safe, and per-
sisient uging simmle signalling. The second column
specifies the circuit module to be subsrituted for
the Perri uet fra_runt in the firec column. The

connections betwemn modulas are always type [ connec-

tiors. Connectic s inside the modules ara also type
1 cenneetions except for ome Eituacion: The switch
module is not a type 2 circult becavse arbitrary de-
lay in the oparation of the XOR-elemencs can produce
fauley behavior.

The Petri net in Figure 3b 13 in facr & marked
graph and requires just the first five rules in the
tatle. Vhen the rules are applied to this net tha
tesulting ci®ir divides narurally inta fragments
thAt are rembers of the set af bagic control madules
defined in Figure 7. TInstead of giving the circuir
directly, w2 specify the circuir in Figure 8 35 an
intercouneccion of econtrol modules. Thiz set of
tontrol ‘modules was intreduced by Dennis and Patil
{4] ard hae also been scudiaed by Bruno and Altman
{1]. Tha eight control modules are sufficient to
Izplerment any labelled Petri net of the clags to
which the rules of Figure 6 apply. -

Applying the rules of Figure & tc the control
Structure of the simple compucer shown in Figure &
gives the cirecuir shown in Figure 9. Alrthough this
computer iy triviaily simple, its conkrol structure
includes exarpiss of most of the control problems
{azlier than those requiring arbitration) encountered
even in verv powarful Procegsing units. In particu-
lar, wa have published [3] Pecri net descriptions of
the control srructures of a hypothetical mechina
that illustretas the principles of operation of che
LDC 8600 central processor, and realizations of
thuse control siructures using only the control mo-
dules of Figure 7 and several arbiter modules.
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Implementation of the eontrel
structure for a simple computer,

Figure 9.
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