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Abstract—The main purpose in writing this paper are to discuss the importance of formal specifications and to survey a number of promising specification techniques. The role of formal specifications both in proofs of program correctness, and in programming methodologies leading to programs which are correct by construction, is explained. Some criteria are established for evaluating the practical potential of specification techniques. The importance of providing specifications at the right level of abstraction is discussed, and a particularly interesting class of specification techniques, those used to construct specifications of data abstractions, is identified. A number of specification techniques for describing data abstractions are surveyed and evaluated with respect to the criteria. Finally, directions for future research are indicated.
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I. INTRODUCTION

IN THE past, the advantages of formal specifications have been outweighed by the difficulty of constructing them for practical programs. However, recent work in programming methodology has identified a program unit, supporting a data abstraction, which is both widely useful, and for which it is practical to write formal specifications. Some formal specification techniques have already been developed for describing data abstractions. It is the premise of these techniques, some of which are described later in this paper, which leads us to believe that formal specifications can soon become an intrinsic feature of the program construction process. By writing this paper, we hope to encourage research in the development of formal specification techniques, and their application to practical program construction.

In the remainder of the introduction we discuss what is meant by formal specifications, and then explain some advantages arising from their use. In Section II a number of criteria are presented which will permit us to judge techniques for constructing formal specifications. Section III identifies the kind of program unit, supporting a data abstraction, to which the specification techniques described later in this paper apply. Section IV discusses properties of specification techniques for data abstractions and in Section V some existing techniques for providing specifications for data abstractions are surveyed and compared. Finally, we conclude by pointing out areas for future research.
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With formal techniques, a specification is interpreted between the concept and the programs. Its purpose is to provide a mathematical description of the concept, and the correctness of a program is established by proving that it is equivalent to the specification. The specification will be provably satisfied by a class of programs (again, often an infinite number of which only a small finite number are of interest). This situation is shown in Fig. 2.

Proofs of large programs do not consist of a single monolithic proof with no interior structure. Instead, the overall proof is divided into a hierarchy of many smaller proofs which establish the correctness of separate program units. For each program unit, a proof is given that it satisfies its specification; this proof makes use of the specifications of other program units, and rests on the assumption that those program units will be proved consistent with their specifications. Thus a specification is used in two ways: as a description against which a program is proved correct, and as a set of axioms in the proof of other programs. At the top of the proof hierarchy is a program unit which corresponds to the entire program. At the bottom is the programming language, and the hierarchy is based on the axioms for the programming language and its primitives.

The proof methodology can fail in two ways. First, a proof may incorrectly establish some program (or program unit) \( P \) as equivalent to the specification when, in fact, it is not. This is a problem which can be eliminated by using a computer as, at least, a proof checker. (Observe that one advantage of using formal specifications is that such specifications can be processed by a computer.)

The second way the methodology can fail is if the specification does not correctly capture the meaning of a concept. We will say a specification captures a concept if every \( Q_i \) in Fig. 2 is some \( P_i \) in Fig. 1. There is no formal way of establishing that a specification captures a concept, but we expect to have gained from using the proof methodology because (hopefully) a specification is easier to understand than a program, so that "convincing oneself" that a specification captures a concept is less error prone than a similar process to a program. Furthermore, any distinction between concept and specification may be irrelevant because of the hierarchical nature of the proof process. If a program \( P \) is proven equivalent to its specification, and every program using \( P \) is proven correct using that specification, then the concept which \( P \) was intended to implement can safely be ignored.

Advantages of Formal Specifications

Proving the correctness of programs is described above as a two step process: first, a formal specification is provided to describe the concept, and second, the program is proven equivalent to the specification by formal, analytic means. Formal techniques are not necessarily limited to axiomatic methods. For example, it may also be possible to develop testing methodologies that are based on a comparison of the formal specification and the implementation. The output of a methodology would be a set of critical test cases which, if successfully executed, establish that the program correctly implements the specification. The formality of the specification means that the computer can aid in the proof process, for example, by checking the steps of a program proof, or by automatically generating test cases.

Clearly, the specification must be present before a proof can be given. However, formal specifications are of interest even if not followed by a formal proof. Formal specifications are very valuable in conjunction with the idea of making code "public" \[8\] in order to encourage programmers to read one another's code. In the absence of a formal specification, a programmer can only compare a program he is reading with his intuitive understanding of what the program is supposed to do. A formal specification would be better, since intuition is often unreliable. With the addition of formal specifications, code reading becomes an informal proof technique; each step in the proof process now rests on understanding a formal description rather than manipulating the description in a formal way. As such, it can be a powerful aid in establishing program correctness.

Formal specifications can also play a major role while a program is being constructed. It is widely recognized that a specification of what a program is intended to do should be given before the program is actually coded, both to aid understanding of the concept involved, and to increase the likelihood that the program, when implemented, will perform the intended function. However, because it is difficult to construct specifications using informal techniques, such as English, specifications are often omitted, or are
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\[8\] The relationship between proofs and understanding is a major motivating factor in structured programming. For example, the "go to" statement is eliminated because the remaining control structures are each associated with a well-known proof technique, and therefore the programs are intellectually manageable \[9\].
given in a sketchy and incomplete manner. Formal specification techniques, like the ones to be described later in this paper, provide a concise and well-understood specification or design language, which should reduce the difficulty of constructing specifications.

Formal specifications are superior to informal ones as a communication medium. The specifications developed during the design process serve to communicate the intentions of the designer of a program to its implementers, or to communicate between two programmers: the programmer implementing the program being specified, and the programmer who wishes to use that program. Problems arise if the specification is ambiguous: that is, fails for some reason to capture the concept so that two programs with different conceptual properties both satisfy the specification. Ambiguities can be resolved by mutual agreement, provided those using the specification realize that an ambiguity exists. Often this is not realized, and instead the ambiguity is resolved in different ways by different people. Formal specifications are less likely to be ambiguous than informal ones because they are written in an unambiguous language. Also, the meaning of a formal specification is understood in a formal way, and therefore ambiguities are more likely to be recognized.

The above paragraphs have sketched a program construction methodology that could lead to programs which are correct by construction. Formal specifications play a major role in this methodology, which differs from standard descriptions of structured programming [9] primarily in the emphasis it places on specifications. Specifications are first introduced by the designer to describe the concepts he develops in a precise and unambiguous way. Each concept will be supported by a program module. The specifications are used as a communication medium among the designers and the implementors to ensure both that an implementor understands the designer's intentions about a program module he is coding, and that two implementors agree about the interaction between their modules. Finally, the correctness of the program is proved in the hierarchical fashion described earlier. The method of proof may be either formal or informal, and the proofs can be carried out as the modules are developed, rather than waiting for the entire program to be coded. Progress in developing formal specification techniques will enhance the practicality of applying this methodology to the construction of large programs.

II. CRITERIA FOR EVALUATING SPECIFICATION METHODS

An approach to specification must satisfy a number of requirements if it is to be useful. Since one of the most important goals of specification techniques is to permit the writing of specifications for practical programs, the criteria described below include practical as well as theoretical considerations.

We consider that the first criterion must be satisfied by any specification technique.

1) **Formality:** A specification method should be formal, that is, specifications should be written in a notation which is mathematically sound. This criterion is mandatory if the specifications are to be used in conjunction with proofs of program correctness. In addition, formal specification techniques can be studied mathematically, so that other interesting questions, such as the equivalence of two specifications, may be posed and answered. Finally, formal specifications are capable of being understood by computers, and automatic processing of specifications should be of increasing importance in the future.

The next two criteria address the fundamental problem with specifications—the difficulty encountered in using them.

2) **Constructibility:** It must be possible to construct specifications without undue difficulty. We assume that the writer of the specification understands both the specification technique and the concept to be specified. Two facets of the construction process are of interest here: the difficulty of constructing a specification in the first place, and the difficulty in knowing that the specification captures the concept.

3) **Comprehensibility:** A person trained in the notation being used should be able to read a specification and then, with a minimum of difficulty, reconstruct the concept which the specification is intended to describe. Here (and in criterion 2) we have a subjective measure in mind in which the difficulty encountered in constructing or reading a specification is compared with the inherent complexity (as intuitively felt) of the concept being specified. Properties of specifications which determine comprehensibility are size and lucidity. Clearly small specifications are good since they are (usually) easier to understand than larger ones. For example it would be nice if a specification were substantially smaller than the program it specifies. However, even if the specification is large, it may still be easier to understand than the program because its description of the concept is more lucid.

The final three criteria address the flexibility and generality of the specification technique. It is likely that techniques satisfying these criteria will meet criteria 2 and 3 as well.

4) **Minimality:** It should be possible using the specification method to construct specifications which describe the interesting properties of the concept and nothing more. The properties which are of interest must be described precisely and unambiguously but in a way which adds as little extraneous information as possible. In particular, a specification must say *what* function(s) a program should perform, but little, if anything, about *how* the function is performed. One reason this criterion is desirable is because it minimizes correctness proofs by reducing the number of properties to be proved.

5) **Wide Range of Applicability:** Associated with each specification technique there is a class of concepts which
the technique can describe in a natural and straightforward fashion, leading to specifications satisfying criteria 2 and 3. Concepts outside of the class can only be defined with difficulty, if they can be defined at all (for example, concepts involving parallelism will not be describable by any of the techniques discussed later in the paper). Clearly, the larger the class of concepts which may be easily described by a technique, the more useful the technique.

6) Extensibility: It is desirable that a minimal change in a concept results in a similar small change in its specification. This criterion especially impacts the constructibility of specifications.

III. THE SPECIFICATION UNIT

The quality of a specification (the extent to which it satisfies the criteria of the preceding section) is dependent in large part on the program unit being specified. If a specification is attached to too small a unit, for example, a single statement, what the specification says may be uninteresting, and furthermore there will be more specifications than can conveniently be handled. (The specification could express no more than the following comment, sometimes seen in programs:

\[ x := x + 1; \quad \text{"increase } x \text{ by 1."} \]

A specification of too small a unit does not correspond to any useful concept. What is wanted is a specification unit which corresponds naturally to a concept, or abstraction, found useful in thinking about the problem to be solved.

The most commonly used kind of abstraction is the functional or procedural abstraction in which a parameterized expression or collection of statements is treated as a single operation. The specification for a functional abstraction is normally given by an input-output specification which describes the mapping of the set of input values onto the set of output values.

Recent work in the area of programming methodology, however, has identified another kind of abstraction, the data abstraction. This comprises a group of related functions or operations that act upon a particular class of objects, with the constraint that the behavior of the objects can be observed only by applications of the operations \[11]. A typical example of a data abstraction is a "push down stack"; the class of objects consists of all possible stacks, and the group of operations includes the ordinary stack operations, like push and pop, an operation to create new stacks, and an operation to test whether a stack is empty.

Data abstractions are widely used in large programs, although the constraint on observable object behavior has not always been followed. Some examples are segments, processes, files and abstract devices of various sorts, in addition to the more ordinary stacks, queues, and symbol tables. In each case the implementation of

the abstraction is given in the form of a multiprocedure module \[14]. Each procedure in the module implements one of the operations; the module as a whole may provide a single object (for example, there is a single system data base), some fixed maximum number of objects (for example, there is a fixed maximum number of segments), or as many objects as users require (for example, a new stack is provided whenever a user asks for one).

The realization that a multiprocedure module is important in system design preceded the identification of the multiprocedure module as an implementation of a data abstraction.\[8\] It is illuminating to examine the arguments in favor of the multiprocedure module as an implementation unit. The procedures are grouped together because they interact in some way: they share certain resources (for example, a data base which only they use, and possibly some real resources, like the real-time clock owned by the process abstraction in \[15]); and they also share information (for example, about the format and meaning of the data in the shared data base, and the meaning of the states of the shared resource). Considering the entire group of procedures as a module permits all information about the interactions to be hidden from other modules \[16]; other modules obtain information about the interactions only by invoking the procedures in the group \[14]. The hiding of information simplifies the interface between modules, and leads directly to simpler specifications because it is precisely the interface which the specifications must describe.

As an example of the problems which arise when the data abstraction is ignored and the operations in the group are given input-output specifications independently of one another, consider the following specification for the operation push. Assuming the push operation is a function,

\[ \text{push: stack \times integer} \rightarrow \text{stack} \]

the input-output specification must define the information content of the output value of push (the stack object returned by push) in terms of the input values of push (a stack object and an integer). This can be done by defining a structure for stack objects, and then describing the effect of push in terms of this structure. A typical stack structure might be (in \text{Pascal} \[17]\):

\[
\text{type stack = record top: integer, data: array [1..100] of integer end}
\]

and then the meaning of

\[ i := \text{push}(x, c) \]

could be stated (using notation developed by \text{Hoare} \[2]\):

\[ 1 \]

\[ \text{It is an open question whether every multiprocedure module implements a data abstraction. We believe that the correspondence holds. In the Venus system \[13], which was built entirely from such modules, every module did correspond to a data abstraction.} \]

\[ 2 \]

\[ \text{This specification ignores the behavior of push if the stack is full, that is if a top } \leq 100.} \]
A similar specification could be given for pop.

There are several things wrong with such a specification. A serious flaw is that it does not describe the concept of stack-like behavior, but instead specifies a lot of extraneous detail. Concepts of stack-like behavior—for example, a theorem stating that pop returns the value most recently pushed on the stack—can only be inferred from this detail.

The inclusion of extraneous detail is undesirable for two reasons. First, the inventor of the concept must get involved in the detail (which is really implementation information), rather than stating the concept directly. Second, the inclusion of the detail detracts from the minimality (as defined in the criteria) of the specification, and it is likely that a correctness proof of an implementation of push and pop based on a different representation for stack objects would be difficult. Another problem is that the independence of the specifications of push and pop is illusory; a change in the specification of one of them is almost certain to lead to a change in the specification of the other. For example, in addition to being related through the structure chosen for stack objects, the specifications of push and pop are also related in their interpretation of this structure: the decision to have the selector “top” point to the topmost piece of data in the stack (rather than to the first available slot).

If a data abstraction such as stack is specified as a single entity, much of the extraneous detail (concerning the interactions between the operations) can be eliminated, and the effects of the operations can be described at a higher level. Some specification techniques for data abstractions as a unit use input-output specifications to describe the effects of the operations, but these specifications are expressed in terms of abstract objects with abstract properties instead of the very specific properties used in the example above. In other techniques, it is not even necessary to describe the individual operations separately, but instead, the effects of the operations can be described in terms of one another. As an example, just to convey a feeling for the latter approach, the effect of pop might be defined in terms of push by

\[
\text{pop} \left( \text{push} \left( s, i \right) \right) = v
\]

which states that pop returns the value most recently pushed.

In the remainder of the paper, we will concentrate on specification techniques for data abstractions. In doing this we will not ignore input-output specifications since these form a part of some of the techniques we will discuss, but we will also discuss techniques, like the one illustrated above, that are applicable only to data abstractions. We limit our attention in this way because the specification techniques for data abstractions are all fairly recent, and have received relatively little attention so far. Also, the information-hiding aspect of data abstractions, discussed above, promises that specification techniques focused on such units will satisfy the criteria very well.

IV. PROPERTIES OF SPECIFICATIONS OF DATA ABSTRACTIONS

Although the specification techniques to be described in the next section differ from one another in many particulars, there are also ways in which they are similar. All the techniques must convey the same information—information about the meaning of data abstractions—and this information is conveyed in a mathematical way. In this section, we discuss a mathematical view of the specification techniques, and the information contained in the specifications. We also discuss some of the problems arising from discrepancies between the mathematical and programming views of data abstractions.

All the specification techniques for data abstractions can be viewed as defining something very much like a mathematical discipline; the discipline arises from the specification of the data abstraction in a manner not unlike the way in which number theory arises from specifications, like Peano’s axioms, for the natural numbers. The domain of the discipline—the set on which it is based—is the class of objects belonging to the data abstraction, and the operations of the data abstraction are defined as mappings on this domain. The theory of the discipline consists of the theorems and lemmas derivable from the specifications.

The information contained in a specification of a data abstraction can be divided into a semantic part and a syntactic part. Information about the actual meaning or behavior of the data abstraction is described in the semantic part; the description is expressed using a vocabulary of terms or symbols defined by the syntactic part.

The first symbols which must be defined by the syntactic part of a specification identify the abstraction being defined and its domain or class of objects. Usually, an abstraction has a single class of defined objects, and, in this case, it is conventional to use the same symbol to denote both the abstraction and its class of objects. Thus the objects belonging to the data abstraction, stack, are referred to as stacks. (It is possible for an abstraction to have more than one class of defined objects, but this presents no mathematical difficulties, and we will not consider it further.)

The remaining symbols introduced by the syntactic part name the operations of the abstraction, and define their functionality—the domains of their input and output values. An example is shown in Fig. 3, where the functionality of the operations of the data abstraction, stack, is described. (In Fig. 3, the operation, top, returns the
value in the top of the stack without removing it; pop removes the value without returning it.)

Several interesting observations can be made about this example. First, more than one domain appears in the specification in Fig. 3. In practice, the specifications for almost all interesting data abstractions include more than one domain. Normally, only one of these (the class of stacks in the example) is being defined; the remaining domains (integer in the example) and their properties are assumed to be known. Of course, the specifications must clearly distinguish between the domains assumed to be known and the ones to be defined.

A second observation is that, given this distinction, the group of operations can be partitioned into three blocks. The first block, the primitive constructors, consists of those operations that have no operands which belong to the class being defined, but which yield results in the defined class. This block includes the constants, represented as argumentless operations (for example, the push operation for stacks). The second block, the combinatorial constructors, consists of those operations (push and pop in the example) which have some of their operands in and yield their results in the defined class. The third block consists of those operations (pop for stacks) whose results are not in the defined class.

A third observation is that the mathematical description of the functionality of an operation does not necessarily correspond to the way the operation would be programmed. One difference is that the functions in the example have only one output value, while in practice it is often desirable for a program to return more than one result. For example, one might define a stack operation

\[ \text{pop2 : stack } \rightarrow \text{ stack } \times \text{ integer} \]

which removes a value from a stack, and returns both the new stack and the value. This operation can be modeled mathematically by a pair of operations, one for each result. For example, the result of \( \text{pop2} \) can be defined as the pair of results from \( \text{pop} \) and \( \text{top} \), where both are applied simultaneously to the same stack value. When such an association is made, the specification must clearly indicate the relationship between the operation symbols.

A more serious discrepancy is that the operations are viewed by the specification as acting on time-invariant, mathematical values, but the objects found in most programming languages can be modified in some way. These modifications are the result of side effects in some of the applicable operations. For example, although the push operation used above is purely functional, it would more likely be implemented so that no result is returned, and push modifies (has a side effect upon) an existing stack object.

The new conventional solution to this difficulty is to factor a modifiable object into two components: an object identity (unique for each distinct object) and a current state. The modifications affect only the state component, so a given object (over time) is represented by a sequence of pairs of values in which the object identity is always the same. Each operation with a side effect is defined by a mapping which yields a new pair of values representing the same object and a new state.

There are two frequently occurring cases in which the identity component of an object can be omitted in the specifications. First, if there is only one object, such as in the KWIIC index example described by Parma [19], then the identity component is obviously redundant. Second, if, as is the case in certain programming languages, the identity of an object is uniquely given by the symbolic name of identifier that denotes the object, then a separate identity component is unnecessary. The symbolic name of an object becomes its identity, and the use of a new symbolic name implies that a new object is introduced.6 This approach is unsatisfactory for the many languages in which a given object may have two or more distinct symbolic names; for example, an object may be accessible both via a parameter and a global name. Then the approach fails because side effects will not appear under both names (see for example, [20]).

The semantic part of the specification uses the symbols defined in the syntactic part to express the meaning of the data abstraction. Two different approaches are used in capturing this meaning: either an abstract model is provided for the class of objects and the operations defined in terms of the model, or the class of objects is defined implicitly via descriptions of the operations.

In following the abstract model approach, the behavior is actually defined by giving an abstract implementation in terms of another data abstraction or mathematical discipline, one whose properties are well understood. The data abstraction being used as the model also has a number of operations, and these are used to define the new operations. The complexity of the descriptions depends on how closely the new operations match the old ones. Sometimes they match very closely; at other times the descriptions can be arbitrarily complex.

The approach of defining the objects implicitly via descriptions of the operations is much closer to the way mathematical disciplines are usually defined. The domain or class of objects is determined inductively. Usually it is the smallest set closed under the operations. Only those operations identified above as constructors are used in defining this closure. The closure is the smallest set which contains the results of the primitive constructors and the results of the combinatorial constructors when the appropriate operands are drawn from the set. For example, with stacks, the only primitive constructor is the constant operation create which yields the empty stack, and the class of stacks consists of the empty stack and all stacks that result from applying sequences of push's and pop's to it. One difficulty with the implicit definition approach is that if the specifications are not sufficiently complete, in the sense that all the relationships among the operations are indicated, several distinct sets
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6 See, for example, Howe's rule of assignment [2].
may be closed under the operations. The distinct sets result from different resolutions of the unspecified relationships.

In the next section, specification techniques employing both the abstract model and the implicit definition approaches will be discussed.

V. SPECIFICATION TECHNIQUES

In this section we present a survey of selected techniques for giving formal specifications of data abstractions. This survey is not complete, but it is intended to be illustrative. We do not describe the techniques in enough detail for the reader to be able to immediately apply them; indeed, achieving such a description is a matter of research for at least some of the techniques. Rather, our intention is to introduce the most promising formal techniques, to indicate their strengths and weaknesses, and to provide pointers into the literature so that more information can be obtained.

Of the many techniques by which a data abstraction can be specified, most do not meet the criteria set forth in Section II because they are either too informal, or too low level. Thus, textual (English) specifications and specifications in terms of an implementation, such as the class definitions of SIMULA 67 [21], will not be considered. In addition, a number of techniques developed for specifying the semantics of programming languages—though relevant in varying degree—are not considered because of their specialized use. The techniques that are discussed and which seem most promising are those which use some form of abstraction to reduce the complexity of the specifications.

The techniques fall into five categories which are (in order of increasing abstractness of the specifications): use of a fixed domain of formal objects, such as sets or graphs; use of an appropriate, but otherwise arbitrary, known formal domain; use of a state machine model; use of an implicit definition in terms of axioms; and use of an implicit definition in terms of algebraic relations. Techniques in the first two categories use the abstract model approach, while those in the remaining categories use the implicit definition approach. Each of the categories is illustrated by one particular technique chosen to be typical of the category and, where possible, to be accessible in the literature. Following the description of the example, the technique is evaluated with respect to the criteria of Section II. Finally, we summarize the evaluations, and compare the categories with one another.

Use of a Fixed Discipline

We begin by discussing specification techniques in which a fixed language—that of some established mathematical discipline—is used for all specifications. The given discipline is used to provide a high-level (abstract) implementation or model of the desired data abstraction. The class of objects is represented by a subset of the mathematical domain and the operations are defined in terms of the operations on that domain. Although any mathematical discipline (number theory, analysis) might be used, practical usage has been restricted primarily to graphs [22]–[24], sets [25]–[27], and the theory developed around the Vienna Definition Language [28].

As an example of using a fixed discipline, we will consider Earley's use of graphs in describing data structures [22]. Each instance of a data structure is represented by a graph, as he called it, a V-graph. These are constructed from atoms, nodes, and links. Atoms represent data with no substructure. Links are given labels, called selectors, and are directed from nodes to nodes or atoms; the only requirement on links is that two links with the same selector cannot emanate from the same node. The selectors can be any node or atom (strings, integers). Nodes have no significance other than as place holders in the structure being described; in our discussion, we will display nodes as circles, except that header nodes will be displayed as boxes. For example, a representation of a stack holding the integers 2 and 25 is shown in Fig. 4; the structure has a single header node, and the node labeled nil is a special terminator. The values stored in the stack are accessible via the selector, cont.

Once a V-graph representation has been chosen, two methods are available for defining the operations. First, operations may be defined by expressions written in terms of primitive V-graph operations. These operations provide the ability to use the selectors to access and modify the links and nodes. Thus, the stack operation pop can be defined directly to access the contents of the node selected by the selector top.

A second definition method is used to describe operations which modify the structure of the representing V-graphs. These operations are defined by means of pictures of V-graph transformations. The operations could be described by complicated expressions in terms of the primitive operations; however, by using pictures, a more minimal description, containing less extraneous detail, can be achieved. For example, the stack operations push, top, and pop are defined via transformations. First, an initial configuration is defined to represent the empty stack produced by push; this is shown in Fig. 5. Then, push and pop are defined by giving before and after pictures for the corresponding transformations. The left-hand V-graph dis-
plays a pattern, in the form of a path of selectors from a header node to other nodes, to match against the operands of the transformation. Some of the nodes in the left-hand V-graph are given labels which can be used to identify the new position of these nodes in the rearrangement defined by the right-hand V-graph, which represents the result of the transformation. For example, Fig. 6 describes the operation push as follows: for any arbitrary stack object, push creates a new node to be inserted between the header node and the node previously connected to it via the link labeled rop; the value being pushed will be on the next link of the newly added node. Fig. 7 displays the result of pushing 6 onto the stack shown in Fig. 4. A similar definition can be given for rop; it would show rop to be the inverse of push (the arrow in Fig. 6 would be reversed).

The technique of using a fixed discipline to express the specifications satisfies many of the criteria set forth in Section II. Certainly, it can be made sufficiently formal. For someone familiar with the given discipline, the specifications are usually easily understood and easily constructed if they describe concepts within the range of applicability of the chosen discipline. Extensibility presents no problem provided that the representation selected for the class of objects of the abstraction is adequate to express the properties of the extension. Even proofs of correctness of the uses of the specifications are simplified by using the multitude of theorems which exist for established disciplines.

However, techniques using a fixed discipline are deficient with respect to the criteria of minimalism and range of applicability. Using such a technique to express specifications is similar to writing programs in a programming language which provides a single data structuring method, although a single method can be powerful enough to implement all user-defined data structures, it does not follow that all data structures are implemented with equal facility. Similarly, we cannot expect that all data abstractions can be specified equally well in terms of a fixed discipline. For example, the graphical representation is very suitable for showing the paths by which the content of a data structure can be accessed. But, if the access path is not relevant, such as when testing whether an object is in a given set, then the graphical representation over-specifies the desired structure; that is, the abstract representation introduces details which need not be preserved in an implementation capturing the specifier's intentions. The use of extra details violates the criterion of minimalism and places a practical limit on the range of applicability of a fixed discipline.

Use of an Arbitrary Discipline

The unwanted representational detail which results from using a fixed discipline can be reduced by allowing the specifications to be written in any convenient discipline. This approach is particularly useful when the class of objects of the desired data abstraction is a subset of some established mathematical domain. Haskell has used this approach to specify sets [29], [30] and certain subsets of the integers [30]. The operations on the data abstraction are defined by expressions in the chosen discipline. For example, an operation to insert an integer in a set might be defined by

\[ \text{insert}(e, s) = s + e \]

where assignment is used to show that \( s \) is updated with a side effect.

Many of the properties of specifications in which an arbitrary discipline is chosen are the same as when a fixed discipline is used. Allowing the specifier to choose a convenient discipline removes some of the limitations of a fixed discipline, but not all. Actually, the number of disciplines available for use is not large, and, in addition, if a completely free choice of discipline could be made it is doubtful that the resulting specifications would be comprehensible. Thus, in reality, the specifier must choose among a small number of disciplines; some of these might be existing mathematical disciplines, while others would be disciplines developed especially for use in specifications. This situation is analogous to writing programs in a language providing several data structuring facilities; programming experience indicates that there will always be (problem oriented) abstractions which cannot be ideally represented by any of the data structuring methods. Thus, it appears unlikely that all data abstractions can be given minimal specifications by choosing among a number of disciplines.

Use of a State Machine Model

As was noted in Section IV, the class of objects can be defined implicitly rather than by means of an explicit model. If the class of objects is viewed as states of an abstract (and not necessarily finite) state machine, then the class can be defined implicitly by characterizing the states of the machine. Parnas [31] has developed a technique and notation for writing such specifications. The basic idea is to separate the operations into two groups: those which do not cause a state change but allow some aspect
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1 In fact, Earley defined a programming language, VERS, in which V-graphs were the data structuring method [22].

2 In this case, the set of states of the state machine is the set of time-invariant mathematical values that were discussed in Section IV.
of the state to be observed—the value returning or \( V \)-operations—and those which cause a change of state—the operate or \( O \)-operations. The \( O \)-operations correspond to the constructors of Section IV. The specifications are given by indicating the effect of each \( O \)-operation on the result of each \( V \)-operation. This implicitly determines the smallest class of states necessary to distinguish the observable variations in the values of the \( V \)-operations. It also determines the transitions among these states caused by the \( O \)-operations.

We again use the integer stack data abstraction as an example, and consider the operations \( \text{top} \) and \( \text{push} \). \( \text{top} \) is a \( V \)-operation which is defined as long as the stack is not empty, and \( \text{push} \) is an \( O \)-operation which affects the result of \( \text{top} \). Looking at just these two operations, the state machine specifications might read as shown in Fig. 8, where \( \text{depth} \) is another \( V \)-operation whose definition is not shown here, but which is intended to reflect the number of integers on the stack, and \( \text{max} \) represents the maximum number of integers which can be stored on the stack. Quotes around an operation name are used to indicate its value before the \( O \)-operation is executed.

This type of specification is different from those previously considered because it is free of representational details. No extra information is introduced if the specifications are expressed entirely in terms of the names of operations, types, and possibly some initial values (like \( \text{max} \) in the definition of \( \text{push} \)). Thus, one might expect to achieve quite reasonable minimality. In practice, however, it is not always easy to build a simple description of the effect of an \( O \)-operation. The problem is that certain \( O \)-operations may have "delayed effects" on the \( V \)-operations: some property of the state will be observable by the \( V \)-operation only after some other \( O \)-operation has been applied. For example, \( \text{push} \) has a delayed effect on \( \text{top} \), in that the former top-of-stack element is no longer directly observable by \( \text{top} \), but will again be observable after \( \text{push} \) is applied. Parnas used an informal language to describe this delayed effect [37]. Delayed effects can be described formally by introducing "hidden functions" to represent aspects of the state which are not immediately observable. Users of the state-machine model [5], [7] have made extensive use of such hidden functions. However, adding hidden functions can also add representational detail, and thus detract from the minimality of the specification.

The state-machine specifications are slightly deficient with respect to the other criteria of Section II. Because of the problem of delayed effects noted above, they are sometimes difficult to construct. Because the \( O \)-operations which change the result of a \( V \)-operation are totally separated from that \( V \)-operation, the specifications are sometimes difficult to read. The separation also affects extensibility since adding a new \( V \)-operation may require updates to a large portion of the \( O \)-operation specifications.

With respect to the criterion of formality, we expect that state-machine specifications can be given an adequate formalization but much work remains to be done. In particular, it is necessary to develop a formal (not necessarily effective) construction for the state machine specified by a given set of specifications. This will necessitate defining the language which can be used to describe the effects of an \( O \)-operation. In addition, work on developing the proof methodology to use with state-machine specifications is needed. Price [9] has proven a number of properties of a particular data abstraction, but the methodology for proving the correctness of an implementation still needs to be developed. Some of the needed formalization is being done in an ongoing project at SRI [7], [32].

**Use of Axiomatic Descriptions**

An alternative to using state machines to implicitly determine a data abstraction is to give a list of properties possessed by the objects and the operations upon them. This approach can be formalized by expressing the properties as axioms for the data abstraction. Axiomatization has been used by Hoare [8], [33] to define the built-in data types of a programming language. The technique can also be used to give specifications for user-created data abstractions.

An axiomatization of the integer stack abstraction in which popping the top element off the stack (\( \text{pop} \)) and examining the top element (\( \text{top} \)) are separate operations, is given in Fig. 9. In this example, \( \text{stack} \) and \( \text{integer} \) are predicates; \( \text{stack} \) is being defined, but \( \text{integer} \) is assumed to be defined elsewhere. The axioms are written in a form analogous to Peano's axioms for the natural numbers. Axioms 1 and 2 define the range of the applicable operations. Axiom 3 is the induction axiom which limits the class of stacks to those that can be constructed with the given operations. Axioms 4 and 5 insure the distinctness of the results of the \( \text{push} \) operation. Axioms 6 and 7
define the result of the top operation and Axioms 8 and 9 define the result of pop. Axioms 7 and 9 capture the fact that neither top nor pop may be legally applied to an empty stack (the result of create). 11

The axioms determine an abstract representation for stacks in the following manner. Consider the set of all legal expressions that can be constructed from the given operations. This set of expressions names every possible member of the class of stacks. Some pairs of expressions may name the same stack, however; for example, both

\[
push(\text{create}, 7) \text{ and } pop(push(push(\text{create}, 7), 2))
\]
denote the same stack. Therefore, the class of stack objects is represented by equivalence classes over the set of all expressions. These equivalence classes are determined (nonconstructively, in general) by the axioms.

If the axioms are sufficiently well chosen, the equivalence classes are unique. If not, then several sets of equivalence classes may satisfy the axioms. If, for example, Axiom 4 is omitted, then two distinct sets of equivalence classes—one in which the result of push is always distinct from the empty stack and one in which it is not—would both satisfy the axioms.

The axiomatic specifications can almost always be minimal and widely applicable, in part because there are so few limitations on the form of the axioms. In addition, the approach seems to support extensibility, since, in most cases, it suffices to add new axioms to describe the extended concept, or at most, to modify a few existing axioms. The formalization of the axiomatic technique is borrowed directly from existing mathematics. Proving the correctness of an implementation of a data abstraction specified by axioms means showing that the implementation is a model of the axioms.

The axiomatic approach is most seriously deficient with respect to a criterion of comprehensibility and constructibility. As discussed in Section IV, the approach does not directly define a model for the class of objects; instead the class is defined only implicitly. It is sometimes difficult to see that the axioms really define the set of values of interest. In addition, the possibility that several very different sets of values may satisfy the axioms is disturbing.

Use of Algebraic Definitions

It is reasonable to expect that all data abstractions one might be interested in implementing on a computer would have finitely constructible, countable domains. In view of this, the first three axioms in Fig. 9 can be omitted, providing suitable notation is developed to indicate the group of applicable operations and their functionality. Algebraic specifications [18] provide such a notation.

11 In these axioms, we are using the standard mathematical technique for making a partial function total: the output domain of the function is extended by one special, recognizable value which will be the result of the function in all cases where it was previously undefined.

The algebraic specification technique is based on a generalization of the algebraic construction known as a presentation. A presentation of the stack abstraction is shown in Fig. 10. Only four axioms are now needed (labeled with primes to avoid confusion with the axioms in Fig. 9). Axioms 1-3 are replaced by the definition of functionality; this is sufficient to define the set of legal, finitely constructible expressions in these operations. In the usual algebraic terminology, the legal expressions are called words. Next, it is necessary to specify which of these expressions are to yield equivalent results, through a set of defining axioms referred to as relations or relation schemata: this is done by Axioms 1'-4' (which correspond to Axioms 5-9 in Fig. 9). The construction which gives meaning to a presentation automatically forces all expression pairs which cannot be shown to be equivalent to be distinct. This simplifies the expression of the specifications and is why Axioms 4 and 5 are not needed.

Almost all the comments about how axiomatic definitions satisfy the criteria apply equally well to algebraic definitions. Algebraic and axiomatic definitions are equally good with respect to the criteria of minimality, wide range of applicability, and extensibility. (Algebraic definitions are shorter than axiomatic ones, but they are not more minimal because they express the same information.) The algebraic approach can be easily formalized by borrowing from existing mathematics; most results carry over in a straightforward manner, although some generalization is needed to treat several existing domains simultaneously. For algebraic specifications, proving the correctness of an implementation means showing that it defines an isomorphic image of the presented algebra. This isomorphism can be established implicitly by showing that the defining axioms hold in the implementation and that the mapping is one-one [18], [34].

The algebraic approach is superior to the axiomatic approach with respect to the criteria of constructibility and comprehensibility, because the approach is more structured. However, algebraic specifications are still deficient with respect to these criteria. Although use of the algebraic approach precludes the possibility of more than one set of values satisfying the axioms, it is still possible that the set of values defined is not the one intended. We believe this difficulty can be eased if a methodology is developed which can be applied to constructing and understanding such specifications. Some progress in this direction has been made [18], [35], but more work is needed.
Summary of Analyses

The analyses given in this section indicate that there is no single specification technique that is universally better than the others. One major difference among the techniques is the extent to which they exhibit a representational bias, that is, the extent to which the specifications suggest a representation or implementation for the abstractions being defined. The representational bias of a technique determines, in large measure, its range of applicability. Techniques having a representational bias will be limited primarily to those abstractions which are naturally expressed in the representation; however, within the range, specifications will be fairly easy to construct and comprehend, and reasonably minimal. Those techniques which make use of an existing mathematical discipline to specify an abstract model for the class of defined objects have a representational bias. Such techniques will be preferred for abstractions which fit nicely into the discipline (for example, where the objects of the abstraction are elements of an existing domain).

The techniques providing an implicit definition of the class of objects have no representational bias, and will clearly be preferable for those abstractions not well matched to an existing discipline. They may sometimes be preferred even when one of the abstract model approaches could be used. The abstract model approaches tend to suggest an implementation for the abstraction, and this may be undesirable, not because it precludes very different implementations, but because it may be hard for the implementor to find a different but better implementation.

All the implicit definition techniques, with their lack of representational bias, have a wide range of applicability, but they vary in the extent to which they satisfy the criteria of minimality, constructibility, and comprehensibility. The difficulty in the state-machine approach of coping with delayed effects reduces the minimality and constructibility of the specifications, although necessary the comprehensibility. The introduction of hidden V-funcions may impact the free choice of an implementation, since the implementor may feel the need to implement these hidden functions, which is not necessary. Algebraic and axiomatic specifications are more minimal than state-machine specifications, but they may be more difficult to construct and understand.

The state-machine technique appears to be less satisfactory with respect to the criterion of extensibility, because introducing a new V-operation is likely to necessitate changes to the definitions of many O-operations. However, the criterion of extensibility, based on the notion of a “small” change to the concept, is really quite vague. Perhaps a small change is one requiring only a minor modification to the specification. Also, the different specification techniques may tolerate different kinds of changes, and this could be a factor in choosing a technique.

The criterion of formality is not entirely satisfied by any of the techniques, although the state-machine model is the least formalized. There are two important aspects to formalization. First, the syntax and semantics of the language in which the specifications are written must be fully defined. Defining the semantics involves more than just defining the meaning of each symbol; a construction fit may be nonexistent for the defined class of objects from the specification must also be provided. This is only difficult in the implicit definition approaches; in the abstract model approaches the specification describes the objects explicitly. Second, a methodology for proving that an implementation satisfies a specification must be provided. Additional work on formalization would expand the usefulness of the techniques. Unless a technique is adequately formalized, it will be difficult, if not impossible, to train people to use it correctly and coherently.

We conclude by discussing one previously unmentioned aspect of specification techniques: the extent to which they capture all interesting properties of a data abstraction. For example, consider the treatment of errors in the various specification techniques. In some techniques, errors are completely ignored. In others, notably the axiomatic and algebraic techniques, the presence of errors is acknowledged, but not in a particularly illuminating way. The solution of adding an extra error element to the output domain, while mathematically sound, does not provide the kind of information that a user of the abstraction requires. A more realistic approach is taken by the state-machine technique; here, error cases are prominently displayed, different errors can be given meaningful names (although this was not shown in the example), and even the order in which errors will be recognized by a given operation can be specified. It is noteworthy that this technique is based on a model of the way errors will be handled in running programs; such a model may be necessary if errors are to be specified in a realistic manner. The treatment of errors is not the only example where the specification techniques are deficient (e.g., performance requirements are also missing). Much more work is needed to identify the interesting properties of data abstractions, and to develop the specification techniques to express these properties.

VI. CONCLUSIONS

A major premise of this paper has been that formal specifications should come to play a fundamental role in the construction of reliable software. Two reasons were given for this: 1) The growing economic pressure for reliable programs indicates that increased effort in this direction is justified, and 2) the recognition of a new kind of module—the multiprocedure module—has led to the identification of a specification unit for which specifications are practical. This kind of module is helpful in the construction of software, because it permits data abstractions to be used in building programs. Since data are the fundamental concern of programs, we can expect the use of data abstractions to be widespread.

To indicate the form such specifications might take, Section V discussed several specification techniques. The
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