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Abstract - In 2 systes utilizing packet The tradeoffs between the verfous
comaunication techniques of message trassmission, latercornection structures are mat clearly
4l1 communication betwsen the units comprising the understood. [a the case of the routing network,
System is through discrsts blocks of inforsation little analysts has bean perfarmed at all.
convered in packets. [Intercomnacticn structures Detafled studles heve examined such $tructures gs

in such systems can tanga froa bus ang ¢rosshar the bus and crossbar (S, 91. Some natwore
ltl’UCtlﬂ'ﬂs ta Co.plﬂ‘ rnutin‘ RetYorks. A structures bave basz studied 1, Bl, plrtlcul&rlr
Comparative snalysis of a number of i the context of tsiephone switching metworks [,
intecconnection structures for packet 7, 81, Hawever, these studias have generaliy
communicgtlian systems is presented and tradeotrs censidered orll.f fixed comnection Clr:ulth rather
between the vericus structures ip terms of cost than packet switching circuitry.

and perforpance are anaiytically ezaminedq, : :
. In the analysis of the present paper, we
- examine the characteristics of thrae communication

Btrodustian structures: the bus, the erossbar, and the

routing network. The cost ind performance of each

The inereasing popmlarit of multipracessor structure fs analyzed eq Yield results ag to the

$rstems and the gcugrpespond{ng necesspu:y for YArious tradeeffs invo}ved ifPtha choice of one

efficient intarprocessar cocaunicat:on means has jrfucture over anather. The analysis of thess

spurred the study and development of comfunication Intercannection structures ts supperted threugh

Paths for use in sueh systoms. one Ieans far slmulation results obtained on 4 packat
interprocessar copmunication which ts g4lning conunlcatloq sipulation facility. A

bepularity 1s that of packet comaunicakion, Ia a
systen with packet coBBUNLzation erchitecture, tha

Wnits comprising the systap comaunicate tarough System Avchitecturs
the transelssion of discrete loforzation packets
21. The design of a System interconnection
struzture s a difficulc ind pooriy-understood
Classical approsches ro the design of  problen, generally ralying heavily on the
copnunicdtion paths heve included such structures eXperience of the systea architect. There are no
4% busses and crosstar switshing networks. These rulss or guideiines for ane to follow in suck an
STructures are necessarily swell, aue te the smali - EXerciss, merely a faw gepers] philosophies. In
fluater of luterconnected units and dus te tne she followlng paragraphs, we will examine this
speed requirmments placed on the structure. As aituation mare ¢losely lo the context af & packet
the number of intercesmected wunits lncreeses, - communication system. :
::;s;r::gﬁ;:rgP:;fff:"“.hu““ Both 1o size A packet communication systea generally has
) l:ae structure siollar to that shown in Figurs 14,
More recently, a new interconnectian The units comprising the Ussr of Flgure 1 pay be
sifucture, the routing metwark, hos been presenteq - DTOCESSOrS, Peoories, functional units, or any
acd used in the design of a new type of parallel Other devices capable of Ressags transaissjon or
computer [31. This structurs 1s capable of reception. The Communication Network of the
jl8uitansously convering many packets to their  rStem provides a path betuesn the various unlts
~destinatlons in the processor and has slowsr of e User, This intercanmection structure may
8TOWLh rate tham the croashar structurs, fnte, Cpeon DATR from every usit ta svery otner

unt¢, fron groups of units top groups of unlts, or
from cach uait ta one ot several of the others,
— . For the purpases gf this discussion, we will
This research was supported br the National a3sume the most genersl case; that is, every unit
Science Foundation uzder grant OCR75-54080 and by of the User can corunicats with every othsr upit
the Advanced Rasagrch Projects Ageney of the through the Comaunication Network. Other

Departzent of Dafenss, monitored BY the 0ffice or intarcoanection schemes can be considared a3 beipg
Navai Research under Contract aumher NQOP14-75-C- co@posed af 4 number of embodiments of this mare
06651, fenoral case, :
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Presumably, the designer af a packet
Communicatien system has.en application area ip
sind for the systee and has soce idea of the
amount of trafftc which will pass over the
communication medium. Thus, through some
snalysis, ona shoold be able to feRerate a curve
correspending to thz solid llne of Figure 2. Such
4 user load curve sxprassas the pumsber of packets
fensrated ay a function of the tize requited for
ap individual packet 16 transit the communication
netvork and shouid alvays have a non-positive
derivative, indicating that interunit
comzunication will 2anarally occur less fraquently
&5 the cossunlcation tlnas imcrease.

On the other hand, the dashked corve of Flgure
2 tepresents the load characteristics of the
Comzunication Network and always has o non-
Regative derlvative., The slape of the
Compunication Network load curve desonstrates that
the load on the cozmunication aedium lacreasas,
the delay through the zedium should eventually
increase,
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Figure 2. System Qperating Charocreristics

. Generally, the two curves iatarsect at s
point which will be the cperatisg poiat af the
system. Clearly, the systea 15 only stsbla at the
operating point and any digression from that point
is ceuntwred by forces which tend to retura the
packet flow to the operating pelnt,

Vere it possible to empirically derive the
User and Communicatlon Netwark curves of Figure 2,
the analysis and synthesis of packet communication
systems would be greatly sipplifisd. If thare
oxlsted curves for the various trpes of
interconnaction structures, a dasigner need only
develop the characteristic curve of his aropased
User structure, choose a desired operating point
on that curve, and mateh the approprlate
Communicetion Network curve to yield tha best
cost/perforaance at that aperating peint.

Such a schese may sesm |spractical, however,
Bethads similar to this have been derived for sany
othar branches of engineering, aad there 15 no
wxplicit reason why it is not possihlie ta do so
for aspects of computer design.

The resalnder of this paper describes sone
prelimlnary rvesults whick vere achieaved while
trring to generate load curves for various
Communication Netwerk structurss. Whersas the
dchieved results do not ylald rutes for pracessor
destgn, they pravide 2 first step in that
direction through the analysis of packet flow in
the structures :

Network Representation

The coamunication networks af thg preseat
study are forzed of arbitratian units and swltch
Unitts. Each arbltration uait accepts the First
packet to arrive st amy input and passes the
accepted packet To its output, In the case of
cenflict, ome packet 1s arbitrarlly selectad and
passed to the output before the ather(s). Each.
switch unit transfers a pacset on its input to ane
ta 1ts outputs, generally controlled by scae

switching spécificatioa contained im the packet.

The bus module of Figure 1 coeprises an
arbitratica unit followed by a switch unit,
Simflarly, models for a crossbar and 4 reuting
network are shown in Figures 4 and 5, A network
suck asx that of Flgure 4 which 1is coaponed
iaitially of switch unlts followed by arbitratian
units is called a distribution network, and a
crossbar i3 one comfiguration of such a network.
Simllarly, & network which contalmns an initial
stage of arbitraticn as that of Figure 5 1s called
an arbitration patwork.

The networks under study are structured 4s a
aunber of stages copnected in sequence, Each
stage of a network 1s composed exclusively of
either arhitration ar switch umnits and is
eharacterized by the log to the base H af the
fanout/fanip ratie: :

(Number of Qutputs)
(fusber of Inputs)

logN
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Figure 3,

This means of charactarization has been chosen for
two reasons. Flrst, the stze of the individual
arbitration and awitch units <oRprising each stage
1s clexrly spacified, Second, such a
characterizacion represents & constant network
architecture, regardless of the nuaber of imputs
and ocutputs,

The bus structure of Flgure 3 (asd all bus
structures) |{g charactericed by (-1, 1}.
Simflerly, all Erasshar structures are
characterized by (1, =1). The "square-root"
arbitration network of Figure 5 has the
Characterization (172, 172, -172, 1723,

in order for evary input of & petwork to be sble
to communicate with eYery output, the sum of the
absolute vaives of the nuabers comprising the
rtvork characterization sust oa at least two., [f
he sum 1s greater than twe, the network contaiss
redundant paths.

Structure of a  Crossbor

Figqure 4.

3
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Figure 3. Structure of g Routing Natwork

At this point, we shaj] further restrict the
RBLVOTks under analysis o canstant geemetry Nxn

 Commumiceticn networks which can t& charscterized

by & posltive integer fractiaon t, where the
fetwork characterization 1s (-1, ¢, -p, £ ...)
for am arbitration neivork or (f, =, £, -f ...)
for a distribution Aetwork. The mumber of
occorrences of £ ir each charactecization [= equal
to the number ¢ stages in the network, that |s,
te 3/2. Bus structures, crossbar structures, and
simpla powsr netvorks are BX&nples of netuorks
with such a characterization.

This restriction does not necessarily
preclude the vonsideration in gur Rodel pf
networks wilch do not have alterhating stages of
arbitration and switch units. Without loss of
gencrality, adjacent steges of tha sagm type can
be considered as one staga with a characterization
waich 1s equal tp the sum of the characterizacions
of the two stages. However, the mode) dascribeg
herein iz oply applicable to natworks whimh can be
Charscterized by & constest fractior ¢ once
Teduction of identical adjacent stages has baep

perforped.
Performance Analysis

proportional to the speed of the device tiges tha
bumber of wires cemnected to i1t. This essumption
is pot Precisely accurate, hut elase enough for
the purposes of this dlscussion,

W& assume that the packet
distridution am the Loputs of a communlication
aetwork 1s even apg Peisson and the distribution
through amy cross section of the network is even,

The communication networks under study are
tomposed of an interconnection of ame besic unit

trpe, called a tie and consisting of ap
arbitration unit apd a sWiteh unit. The bus of
Figure 3 {sg composed of one such Ete. Tha network

of Flgure 5 can readily be seaen to cooprise a
fusber of ties, Although the topology of a
distribution network is slightly diffarent than
that of the networks fn Figuras ] and S such a
Structure can be analyzed in 4 sinllar fashioa.
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Wa wish te sxamine two varigbles within sach
communication structure, 4 delay darater D and a
loading repressntarion ¥. B reprasents the
average transit tiss for the amtwork divided by
the minimum transit time and can tssume valuss
ranging from one fo infinity. De} signifies that
the transit time through the communication nstwaork
is only the hardwvare delsy, wheress larger values
ef D indicate the presezce of conflict in the
structure.

F reptesents the fraction of the network that
is not is use, that is, the fres capacity of the
Betwork divided by the total capacity. In the
fellowing study, we examine D as a fanction of F
to schieve esach retwerk charsctertization. The
comsunication network Load curve of Flgure 2
represents a graphical degpiction of a function
sibilar to (1-F) vs. 0. We Rave sade this
modificatlon to the axis of the grapk for the
purpeses of simplifyiag tha azalysis and the
iavolved asthematics.

Repressnting the intsrarrival time on each
isput of an n-input tie by [ and the service tiage
by T, we find that a packet will arciva every I[/n
and hence:

Generalizing to al} the units of a stage, a packst
can be transmitted to the oext stage 4t sost svery
Ta/M = TN o TG, g

Fytage = 1 - OBy, a0m
= 1 - ¥

3ince 211 stages in this trpe of netwerk are
similary constructed:

Fretwork * Fsusa = 1 - N/

Tke application of queveing theery tachniques
to the performance analysis of one tle,
considering each tie &s & gqueus and assuming
Poisson arrival rates, yields the result:

$=1+ (1-D/F

ALl ties in the network aperate gt the same
P. Hence, overall, ve can say:

Poetwork ® 1+ (1 = Fugryorid/ Fyatwnrk

Similation Results

Utilizing & packet ccammicatien simulation
facility, » number of bus, crossbar, and routing
network structures were sizulated to see Lf actual
performance fallowed the D « § (1-F) /4F formula.
The simulation results are depicted is Flgure 6.

The solid line of Figure & represents tne
graph of 0 « 1 « {1-F}74F, and the points
tesulting froa the simulatlop appear to observe
thls characteristic for the thrae structures under
study,

The siwulation modelled sach networt Input &s

S e I-F

24 | 0 3F
- & Bus
22 F o Crossbar
b a 2 Stage Arbitrafion
20 ~ Nabtwork
S
8 P
D =
L6 -
14 =
.2
1O

Figure 6 Simulgtion Resulta

an independent source with & Poisson distribution
and given interarrival time. The discrepencies of
the simulation from tie model for suall values of
F are due to the frct that the xodel contained
iafinite queves betwesn the sources and the input
ports, whaless such is lupractical {n tha
slpulation, eventusliy causing the input gqueues to
back up and affsct oparation of the fources.

Network Selection

The cost anslysis for an arbitratien netwerk
Such 45 that of Figure 5 can be represented as
follows, where cm 13 the cost of the network:

Cay = (number of stages) (cost of sich stage)
= (1/f) (speed = number of wires)
» 0 (N 7E1 ey
« NUI+E) 402

1n this case, speed Ls equal to NE/f 1o mintain a
constant gverage delay through the network with

changes in f. The term N cumpensates for the
increasad loading of srbitration units due to tha

compression by N'. The 1/f arises from the need
for each stage to operate fastsr ig netwerks with
BOTR® Stages.

In the case of & distribution zetwork:

Cpy = {oumber of stages) (cost of each stags)
= (1/f) (speed » number of wires)

= {178 (178 a ui14E)

~ A distribution network has a greater puaber of

wires because each input wire of a ataga of such a
netvork 1s expanded ta NCY*%) yires  Qug to this
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SXpansion, the component speed in g distribuetion
Retwork is omly affected by the number of stages,
that 1s, by 11,

Thus the linear cost assumptios hes led ys ta
the conclusion that for some fired parforsance,
the arbitration metwerk of Figure 5 costa the same
as the distribution eetwork of Fgure 7, Thisx
result is noen-totwitive gt first, hovevar,
consider ax arbitratlon netvork af casplexity N.
The units comprlsing this network bave spesd N due
te the inltial compresston factor, The complexity
9f an equivalent distribution network 1s N3, but
the additional parailelisa allows ths netwark ta
be constructed of components with wpaed 1. Hence,
the cost of the two astworks is equivalent.

The sintwuz of the netwark coar w{l¢£),,2 -

occurs at :
/2= (172 1a N

where L/t {s the number of stages. Heaca, far the
linsar cost assuaption of the madnl, the follawing
structures are best sutted for the specified
Rumber of ilnputs for elthar arbitratios or
Gistribution netwark:

N tructure
7 1-3tage netvorks
and crossbar)
50 2-stage netvorks
400 J-stage petworks
3000 d-stage metworks

An interesting result which arises from the
performanca computations is the determinetion of
the optisel velue of 1, that is, the numbeér of-
frputs to each arbitzatien unit snd butputs of
each switch unit. A3 we have 5een, the minimum
CoEt occura when f = 2/1n N, Thus, thesas
expansion and coapression ratios should bas

Moo NN L2,

To utilice the previously desscribed resulis
in the design of & packet communication system,
one first determines the load curve of the units
to bs interconnected, The architecture of the
comnunication network utillized in the sYsten is
specifled by the number of upits. With these
specifications ir mind, there are & huaber af
design cheices which can be made.

The load curves of the commmnication network
conslst of & family of cucves which ere parametric
vith cost. To design for a specific copst or
technology, the intersection of that renber af the
family with the user load curve yields the
performance which can be achisved,

Conversmly, to structure the srsten for a
specific perforpance, the desired vparating point
on the uter curve is spacified apd the network
curve which passes through taar point determines
the coat and speed necessaty in the componant
parts.

Figure 7 Structurs of o
Distribution Network

The cheice of elther anm arbitration network
or 4 distribution network must taks inte asccount
important factors such as the available
technolegles. While thesz factors are not
Inctuded in the Bodel, they will dictate actual
uss of any results achieved therefroa

Concluding Resarks

This stteapt to prode the intereonnection
preblea for packet cosmugication systexs has left
Bary questions unanswered. Ths model utilized has
a number of deficiencies and Temains to be mads
mare cxact and extanded to structurss ather than
certain NxN power networks, suzh as asyopeetric
networks and concentration netwarks, Further
refinewent of the model and addition of other
Structures should provide much laformation useful
is the synthesls af processor structures for
packet comsunicat!ian. Despits tts deficiencies,
the model provides a first attempt to analyze such
pecket commynication interconnection structuras
and yields soas tnteresting insights igto thetir
behavior, .
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