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Abstract
A VLSI Implementation of a Two by Two Packet Router
Paul S. Ries

S. B. Thesis for Jack B. Dennis

This thesis concerns the implementation of a two by two packet router. which could be used to
butld Large packet routing networks,  ‘The implementation that is considered here uses Metal-Oxide
Senticonductor Field Effect Transistor logic, with Very Large Scale Integration. "Ihe goal is to implcinent

a packet routing network for a large data-flow comnputer.

The packet router uses an cight-bit data byte-wide protocol. It has two inputs and two outputs.
The cutput direction of a packet depends on an address bit that is carried within the packet. The protucol
allow_s for arbitrary length packets. The two by two router would be used in an array of N/2 by log sNto

implement an N-input, N-output routing network.

‘The implementation considered here makes use of layout cells that implement data-flow modules,
A higher-leve! design using data-flow modules is used to assemble these various modules 1o form a packet
router. ‘The cells are sulliciently general-purpose that they could be used to implement other control
logic systems. Furthermore, they are standardized in 2 manner that would allow automated placement

and interconnection as part of an automated dosign system.

The logic used to implement the modules is fully-asynchronous, self-timed, dual-rail logic. In part,
this thesis is a consideration of the feasibility of this particular approach to logic design. 'T'o that end, a
test chip that implements a First-In First-Out Buffer using the modules was designed and is being

fabricated.
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I. Introduction

Onc of the main problems of integrated circuit systems design has been finding seincthing to
design. 1t is often difficult o find applications suited 10 a VL.SI design approach. o be cconomically
awractive, a VISL integrated circuit system must be cither very general in its function (eg.
microprocessors) or simple cnough that it can be widely used as a subcomponent {cg.: memory, -
programmable logic arrays). As VLSI systems have become less expensive to design and manufacture,
custom design has become maore feasible. Economics, however, is still a factor in custom design. ‘The best
approach, even when using custom design, is to design a system that is liscflll in fairly large quantities.
This thesis examines a VISI device that could be used in large arrays within a high performance
computer. As many of these systems would be required in a single computer, and wil, hopefully, result

in a very high performance computer, this device is potentially useful and cconomicall y atiractive,

‘The purpose of this thesis is o cxamine the implementation of a Vi .Sl component to be used in a
-hewwork for data packet routing between unsyachronized computer clements. Computer architectures
consisting of clements communicating via an asynchronous routing network have been investigated by

Dennis, Misunas and Leung [1).

The problem of designing a network capable of supporting the high data transfer rates inlrerent in
such a computer is a fundamental one.  An investigation of the general approaches to desighing such
hetworks was inade by Boughton {2]. A nore specific approach was tuaken by Leung [3}. lLcung's
approach will be investigated more thoroughly in this thesis. The particular arca of investigation is that of

implementing a compunent of a routing network called a 2 by 2 packet router,

The approach taken by this thesis is o design and lay out VISI circuits carresponding o several
basic madules specified by Levng. ‘The VEST circaits, furthermore, are designed wsing seli-timed

asynchronous logic circuits as described by Seit. [4). This thesis will develop layouts, using these basic



logic circuits, designed in o manner that would allow them to be assembled into a router system. Most of
the modules are designed o allow flexibility in the byte width of the data passing through them, so that
their use can be generalized. It should be noted that. as the design approach taken by Leung is a general

one, the modules could casily be used in other systems than the router,

The rescarch undertaken in this thesis is useful in three respects. I'he primary purpose is to
investigate the feasibility of implementing I.cung's packet router on a single V1.SI chip. The second arca
ol usefulness involves the design of generalized Vi.SI modules that are the components of the packet

router.  Finally, this thesis will help determine the uscfulness of the self~timed logic clements used 1o

implement the packet router.

As the packet router is the printary focus of this thesis, it is necessary to define its functionality
before its implementation can be considered. ‘The two by two router specilied by 1eung could be -he
basic element in a packet routing network with a large number of inputs and outputs. A wo by two
router has two inputs and two outputs. "The inputs receive bytes of information in sequential strings of
arbitrary length called packets. Its function is to tike packets at cither of its inputs and transfer them
cither to the upper or lower output depending on an address bit within the packet (sce Figure 1.1). It is
used in an array of logsN stages, cach consisting of N/2 two by two packet routers, where N is the
number of inputs and outpwts tw the array. Each stage would correspond with a particutar bit of the
address which specifies cach output of the network. The correct mterconnection of two by two routers
will yield a network that allows a packet from any input to travel any of the inputs to any of the
outputs, as demonstrated by the cight-input, cight-output example in Iigure 1.2, For an network having
N=21" inputs and as many eutpuls, where nis an integer, the network can be defined in terms of two by
two routers, and (wo 2™ ! hy Rl networks, as shown in Figure 1.3, 'Fhe 2" by 2 nelworks can be
further decomposed in a similar manner, allowing o complete implementation in terms of (wo by two

routers. “The outputs will cach be specified by an n-bit address to be contained in cach packet.
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Figure 1.1 Function of a 2 by 2 Packet Router
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Figure 1.2 An 8 by 8 routing Network
(each node represents a _2__by 2 Router)



—  N2byNs2 D]
— Packet 1
— Routing N/2
e Network
N/2
Inputs 0 2by2 Outputs
— N/2byN/2 Packet
1
— Packet Routers
— Routi
e N/2
Network

Figure 1.3 Recursive Definition of a N by N Routing Network

The router conld be implemented in 2 number of ways. ‘The necessity of high throughput must be

primary in the consideration of alternative methods of implementation,  An asynchronous seil-timed

circnit technology was chosen for this implementation in the hope that it would result in g high

throughpu.

There are a number of reasons for using asynchronous circuits for high performance. The stmplest
of thesc is that in synchronous systems, the clocking rate is limited by the worst case delay of the logic
cireuits between the clocked clements in the system. An asynchronous self-timed implementation, on the
other hand, will execute in the minimum delay time of the logic clements. “Fhis advantage is bought at
the cost of higher logic complexity and possibly a longer circuit delay time for some circuits, Pure circuit
complexity is not as strongly related to cost when considering a VIS implementation, as when
considering an implementation using MSI and 851 parts, beciuse interconnections take npa siguiliramﬂy
farger proportion ul‘?s‘ilicun area i VESI than in MSI and SSI. In VISL a well-structured system might
titke up less arca than a less complex. but less structured system. It is the shift of emphasis in VI.S) design

that prompis us to reconsider implementations that were rejected years ago because of their complexity in



terms of logic gates. It is hoped that this approach will give higher performance than a synchronous

approach, while not requiring wo much more real-estate on an integrated circuit.

Ina rnuliﬁg network fike the one described above, conflicts can occur between two packets from
different inputs whose addresses cause them to contend for the same set of outpwd wires. ‘These conflicts
can be resolved in two different ways. They can be synchronized to a common clock, and the contlict can
be resolved by a simple sequential logic circuit. 'The self-timed approach uses an asynchronous arbiter
circuit that will resolve the conflict without synchronization.  Studies have shown that asynchronous
arbitration and synchronization have similar delay properties. More specifically, it has been shown that
ncither arbitration nor synchronization can be accomplished with absolute success within a bounded time
[51.  This research suggests that a synchronous approach mnust allot a relatively long time 1o
synchronization to assure that it wilt have a high probability of success. ‘The sclf-timed approach can
accomyplish arbitration in a shorter average timse, as it will wait only as long the arbitration takes for cich
indiyidual usage. ‘There arc two synchronous approaches that we can contrast the self-timed approach
with.  Once approach consists of breaking the network into staller synchronous systems, as we have
proposed, and performing synchronization at the inputs to cach of these smaller systems.  ‘lThe
performance of this approach would be severely limited by the time reqguired for synchronization. "The
importance of the information passing through the proposed routing network would require extremely
low error occurrence. ‘The synchronizer, therefore, would have to be allotted a period substantially longer
than the average synchronization limé. The self-tinied approach would only require the exact amount of
lime required for cach individual arbitration, because a sclf-timed Systcm will respond to the arbiter's
acknowledge signal as soon as it is asserted. The other synchronous approach consists of synchronizing
the inpuls to the network once, and treating the network as one large synchronous domain. One of the
problem with this approach will be immediately evident o anyene who has built a synchronous systen
that cven begins w approach the scale of a 256-input, 256-output routing network.  ‘The clock skew

inherent in any practical approach to constructing a system of that size will markedly reduce the speed at



which such a network will operate. A complex timing waveform (like the iwa-phase clock used in most
synchronous MOS integrated circuits) might improve the performance by allotting more time for signal
that have to travel farther, but this approach would have its own timing problenis, simply because of the
added complexity. Furthermore, this approach docs not really avoid the synchronization problem. The
synchronizer will be a battle-neck to the through-put of the network whether it is used ONCe. or many

times throughout the network.

The sccond advantage of the sclf-timed approiach is more closely linked to the VISI
implementation. it has been stated that for larger VI.SI systeins, clock skew within a chip, caused by the
distrinrted resistive and capacitive nature of the wiring, becomes an important problem [ A wwo by two
router is not an cxcessively large system, but the investigation of circuits that will be less sensitive to skew
ol critical timing signals is a worthwhile arcst of research in itself. Self-timed logic avoids tiining skew,
hecause timing signals are usually exchanged between circuits that are in close proximity to cach other on
the chip. Furthermore, cven if timing signals are sent over a longer distance, there is fess difTicuhy,
hecause the data signal will accompany the timing signals from one stage to the next. ‘The synchronous
approach sends a single timing signal all over the chip, which requires the clock system Lo drive very large
capacitive loads. The clnck' signal does not accompany the data signals. so that a synchronous system is
much more likcly to have clock skewing problems. Performance of self-timed logic, therefore, is not as

likely to be limited by wire delays. as synchronous approaches may be.

The issues of comparing scli-timed logic with synchronous logic are not the topic of this thests.
Several arguinents are presented here in favor of the self-timed approach w give the reader a leeling for
why one would wish © experiment with self-timed fogic when the synchronous approach is predominant
in current semiconductor logic. 'Fhis thesis merely secks to lay the groundwork for Luer evaluation of the

design approaches taken here.



The first part of this thesis paper will describe the functional design developed by 1 eung, as used in
this timplementation of a packet router. ‘The basic modules described by l.eung are the starting point for

this implementation.

As this thesis deals with implementation, the question of how the modules will be implemented is
an important one. A pottion of this thesis will examine a generalized VILSI technology that was available -
for this implementation. ‘I'he details of this presentation follow Mead and Conway {6]. 'Fhe technology is
a particular form of N-channel MOS transistor logic whose design rules have been simplificd by Mcad

and Conway to a level that makes this thesis a much simpler undertaking.

After presenting both a functional description of the router and a detailed description of the VIS
technology to be used, the actual module designs are be developed. I'he basic logic representations of the
muadules have been modificd to fit the MOS VISI technetogy to yield circuits for this implementation,
Thesc circuits have been laid out to forin the modular fayouts in a foan that allows a fair amount of

~ flexibility in combining them together.

Finally. some consideration will be given w combining these modules to form uscful systems. A
guideline for the layout of a full router module will be presented. Also, the design of a chip for testing

the feasibility of using self-timed logic will be presented.



I1. Functional Description of The Packet Router

As the main purpose of this thesis is to consider the implementation of a two by two packet router,
it is essential to specify the functional characteristics of such a router before presenting the actual d(;sign
approach. A functional description for a two by two packet router was developed by Leung 3] using data
flow concepts previously developed by Dennis [7]. The functional description is presented by leung in a
top-down fashion. "The network and protocols that specify the packet router network were specified
initidly. Next, data flow concepts were used to implement a router on o modular level, consistent with
the specified network and protocols. Finally, a behavioral description of the various modules was
presented. This chapter will present L.eung’s functional description of the router, as well a8 @ behavioral

deseription of the inodules. so that the implementations of these various modules and of the router can be

developed later on.

The highest fevel of a packet routing network is the nctwork itself, A packet muliné netwaork can be
detined as o system with a number of inputs and outputs, that atlows packets of information to flow from
any input to any output. As a subcomponent of such a network, the two by two router can be described
as i lwo input, two oulput system, whose inputs and outputs are puckets of information (as shown in
Figure 1.1). hs basic function is to take packeis at cither input and send them to g particular 0utpuL fn
this manner a network allowing information flow from any of N inputs to any of N outputs can be
constructed (sec FFigure 1.2 and Figure 1.3). The direction of output is controlled by i address bit in
cach packet, and cach stage of the network examines a dilferent bit. In the network of ligure 1.2, it can
be seen that the bits examined at cach stage of the netwark, when taken together characterize an distinet

n-hit address for cach of the N inputs, where N = 20,

Breaking the network into smaller, stmpler, identical parts makes possible a VI.SI approach to
designing a packet routing network. ‘To be cconomically feasible, a VISI system should be one whose

function is simple enough that it is required in large numbers. Clearly, this is the case for the two by two



packet router, as log4n stages, cach consisting of N/2 of these are required for a network of N inputs and
N outputs. VI.SI has limits to the complexity that can be atained on a single chip. ‘These limits are due

'NA, where

to both area limitations and pin limitations. It is an accepted fact that chip yield is related to ¢
A Is the arca of the chip, and N is the number of flaws per unit arca, which is a process-dependent
quantity. Clearly, 2 more complex system witl require more arca, and therefore will be less feasible, As
processing technology improves, this restriction will relax. Another importint limit to complexity, the pin
count, is due partly o packaging constraints, and partly to the fact that each output pad requires a certain
amount of area and interface circuitry. ‘The packaging constraints will also relax in time, but it will always
be desitable to limit the number of outputs of a VLSI system.  Given current technologics, the
implementation of a farge picket routing network with wide packet bytes, is not feasible as a single
package. The critical limitation for V1.SI technology in its present form, with respect to packet routing

networks will always be pin count. 'The partitioning of a routing network into smaller clements is,

therefore, also necessary for technological reasons.

‘The packets themselves must be structured to dlow the address bit in cach stage to be examined
casily by a system that hopefully will not require specialized units at cach stage. “Ihis is accomplished by
splitting the packets into b-ytc.'s and specifying the first byte of cach packet as the address byte, The
packets splitting will yield another a performance advantage, as the bits in cach byte can be processed in
parallel. In Leung's specification, Lhc packets consist of cight-bit bytes, which allow 28 or 256 possible
addiesses. "The cight bit byte also givcs the system byte-wide compatibitity with many forms of
computing machinery.  Furthermore, cight bit-wide packets make a VIS] (wo by two router

implementation possible in i 48 pin package, which is a conventional package size for VIST components.

he addressing approach considered ahove allows the same rower chip o be used atany stage of a
routing network as ilustrated in IYigure 2.1. “I'he only bit of information of concern to the router is the

address bit. Thercfore the packet bytes can be bit-rotated from one stage to the next, so that the circuit



that determines the direction to send the packet can be attached to o single bicin the router and still

aceess a different bit at each stage.

Another mechanism is required to form a complete packet protocol. Some method of partitioning
between one packet and the next is required. Since it is desirable to make the network transparent to the
systems using it, the best approach. as determined by I.cung, is to add an additional bit of information for -
this purpuse. This bit will have a logic value of 1 if the byte it is associated with is the lust byte of a

packet. With this addition. a complete packet switching protocol has been established. The reader is

reminded that this bit is added 1o the cight data bits, and is not be hit-rotaied with the rest of the byte

hetween stages.

The top-level functionality has been specified, but it is desirable to add ene more feature to this
specification. It is important to note that a packet networt that deals with unsynchronized systems may
have to deal with more than one packet at a time. It would be an significant performance loss if we did
noL allow the router 1o process packets from scparate inputs destined for separate outputs in parallel, ftis
nceessary, then, to add a feature into the specification of a puckel router to deal with multiple packets at a

router inputs. The system must not allow conflicting packets to interfere with cach other's content,

/
:

N\ —e 3 Router
\ —® 4 in
p \ —8 5 Stagei+1

Router

Stage i

5
N R WN= o

Figure 2.1 Bit Rotation in Router Interconnection
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Conflict must be defined on the router-level so that our specification can include features to prevent this
from oceurring. Conflict occurs whenever two packets entering a router have the same addross bit, so that
they both are destined to use the same autput. When such a conflict occurs, arbitration between the two
packets must resolve the conflict in favor of one packet or the other. The packet that is not chosen can
wail for the router to finish processing the chosen packet. 'This type of arbitration is casily implemented

using Dennis’ data flow concepts.

Some functional partitioning of the router is necessary o implement an arbitration scheme. The
approach taken by Leung {sec Figure 2.2) is o partition the router into four modules of two different
types. One type of module will process inputs, 1t will wait for packets (o arrive and will examine their
address bits to determine their output direction. The other type of module will process outputs. . It will
perform the arbitration between conﬂié(ing packets. The Control Module (CM) will have one input from
the previous router stage. or from the input to the network, and two outputs, one to cach of the two
Ountput Modules (OMs). 'I'he OM. in turn, will have two inputs, one from cach of the CMs, and one

ouput Lo the next router stage, or to the output of the network,

(LY, J—. cm-u om-u —— out-up

in-down . g cm-d om-d ——p» out-down

Figure 2.2 Functional Partitioning of Packet Router



This particular partitioning allows for parallcl processing by the router if (he incoming packets do
not conflict, as demonstrated by Figure 2.3. Paralle} processing on the router-level allows for a much

higher nctwork throughput rate that would be possible otherwise,

So far, several of the choices made in implementing a top-down design have been consistent with
the high performance goal that originally prompted our choice of asynchronous seif-timed logic. Both
the byte-wide parailel processing and the router-level parallel processing of packets contribute to the
performance of the router. In any design effort, such consistency on different levels of design is necessary

to achicve a desired characteristic such as high perfonmance.

The basic principles behind eung's specification of the two by two router modules have been
prescited. The transition from our current level of design to a modular level of design is significant only
it its results. A inodular description of the CM and the OM will be presented in terms of data flow
madules as deseribed by Leung [3). The modular tevel of design will be presented without further

explanation of the functions of the modules until the design of the modules themselves is presented,

Non-Blocking

-

Blocking

Figure 2.3 Parallel Processing in a 2 by 2 Router
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A bit-level data-flow representation of the CM s presented in Figure 2.4. The variables In0-In8
comprise the byte input to the packet router. It should be noted that the bit In0 represents the address bit
for the packet. It is Toaded into the CM whenever a new packet is begun, when it becoines the new value
of UpP. the current packet address bit. UpP is stored in a feedback loop until the next packet arrives.
The bit In8 informs the CM whether or not the current byte is the Tast byte in a packet. 'Fhis bit is stored
until the next byte arrives, at which puint it becomes the variable Pkt_Byte_Id which rcprc#cnts whether
or not the current byte is the first byte of a new ﬁackcl. The assuinption is a basic one, that the byte
following the last byte of u p_nckcl will be the first byte of a packet. ‘s variable is used to control
whether the input In will replace the old value of Upl™. UpP is used to route the bytes on input line
1n0-In8 10 ecither of the outputs comprising cither Qut_UD-Out_US or Out_DO-Out_8 which are the
inputs to cither the upper or the lower OM respectively. Finally, Pki_Byte_ld determines whether or not
UpP is used to send a request signal to cither the upper of lower OM whenever a new packet arrives. The
output signals Reg_U and Req_D ;m.: requests to the upper and lower OM respectively, ‘The data-flow

7 description of the CM in Figure 24 fully specifies the behavior of the CM, and hardware

implementations of the data-Mlow modules will be used to implement the CM.

The OM is specified with data-flow modules in Figure 2.5. The inputs Reg. U and Reg_) come
from the upper and lower CM. A MERGE module is used o arbitrate between them, as the OM can
only take input bytes from one CM at a time. ‘The MEERGE gencrates a single variable Idir which
specifies which of the two inputs will be used. Idir will be stored in a feedback loop which is reinitialized
from the first byte of cach packet. Idir is used 1o choose one of the two byte inputs consisting of bits
In_L10-1n_UI8 and bits In_D0-1n_1D8 .f'rum cither the upper or fower CM. D0 D8 are the bits of resulting
internal packet byte, D8 is the bit used o denote the last byte of a packet, and is used to allow
initialization of the f'écdhuck loop holding Idir when the next byie arrives. The variable D0-1)8 become
the output variables Out0-Out8, which are the outputs of the entire packet router. The modules

comprising the OM will also be implemented in hardware, “The implementations of the CM and OM will
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Figure 2.4 Bit-Level Data Flow Representation of the CM
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be integrated into a single structure as was shown in Figure 2.2, "Thus, a complete behavioral description

ol the packet router has been presented using data-flow modules.

In order to implement the packet router, the modules making up the router must be expressed in
terms of simpler elements that represent logic circuits to be used. in addition to standard AND, OR, and
NOT clements, two bistable clements arc required. The two elements that will be used are the Muller
C-clemnent and the Arbiter. The Muller C-clement dates back to carly considerations of asynchronous
logic [8]. tis behavior is shown in Figure 2.6. The C-clement is a bistable circuit whose oulput changes
whenever all of the inputs have the logical value that is the complement of the output logic vatue. In this
implementation of the packet router, the C-clement will be used for storage in feedback loops, and for
swilching and multiplexing logical variables. ‘The Arbiter is 2 morc common logic element. e behavior is
demonstrated in Figure 2.7. It has two inputs and two outputs. Whenever one input has a logic-1 input,
its corresponding output has a value of logic-1. [f both of the inputs, have 4 logic one, only one of the
corresponding outputs will have a value of logic-1. Ideally, the output corresponding (o the input that
rises first should have a value of logic-1. If both of the inputs have a value of logic-0, then both of the
outputs shall have a value of logic-0. For the purposcs of presenting the implementations of the various
data-flow modules, the pra;:ticul problems of implementing any of the above Iogié clements will not be

discussed until later. For now, these elements will be treated as ideal.

Before the implementation of the various modules comprising the packet router can be considered,
the basic issues of representation of signals and variables must be considered. Furthermore, somie form of
Ready/Acknowledge protocol must be incorporated into the signalling representation to allow for the
pipclining implicd by the use of data-flow modules in the functional description.  ‘This issuc was
considered by f.cung [3] and his approach will be followed, Variables are represented by a dual-rail code
as shown in Figure 2.8, Dual-rail coding is not new to asynchronous circuit design. [t was cxplored by

sims and Gray [9], and Gilchrist, Pomerine and Waong [10]. "The basic principle of dual-rail coding is to
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Figure 2.5 Bit-Level Data Flow Representation of the OM
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Figure 2.6a Muller C-Element
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Figure 2.6¢ Logic Description of C-Element
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Figure 2.7a Arbiter
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Figure 2.7b Behavior of Arbiter

cmbed the Ready signal in the data. Fach data bit i represenied by two wires: the One wire and the Yero
wire. Logic value-1 and logic value-0 are represented by positive transitions on the One and Zero wirges,
respectively, A n-bit variable using 2n wires paired with o single wire that carrics the Acknowledge signal,
which is also denoted by a positive transition. This implementation also requires that only one of the twa

data wires for cach bit has a logic value of 1. 'The Ready/Acknowledge signatling, then, is casily
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|noD_ ——— Out0
TH
Int ——— Out1

Figure 2.7¢c Logic Diagram of Arbiter
(TH = Threshold Element)

cxpressed. A Ready is a positive transition on one of the two wires of cach bit of a variable. An
Acknowledge is a positive transition on the Acknowledge wire. ‘Ihe data wires are allowed to fll again
after the receipt of an Acknowledge signal. The Acknowledge wire is atowed to fall when alt of the data
wires have fallen to a logic-0 value (this is called a spacer state). We have specified a four-cycle
_Ready/Acknowledge scheme, with the Ready signal encoded in the data. For forward signals like Reg U
and Req_I) in the CM and OM, a single wire is used for Ready signalling, as no uther data is required.

The Ready/Acknowledge scheme used above is guite adequate, and is used for signal as shown in Figure

29.

We have have specified the clements that are used in the packet router, and we have specified the
data and signal protocols, so we cain now consider inplementation of the various hardware modules that

will comprise the packet router.

‘The data-flow represeatations for the CM and the OM (as shown in Figures 2.4 and 2.5) use ‘1™ and
F-modules to perform switching and multiplexing functions. Leung |3] has specificd separate modules
for these functions, because the structures necessary to implement them are different. The modules that

perform these functions arc called the SWITCH and MUX modules, and are shown in their various
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Figure 2.9 Ready/Acknowledge Protocol

representations in Figure 2,10,

The SWITCH module can be tinplemented using C-clements as shown in Iigure 2.11. ‘the

SWITCIH module requiires o data input and it control input. "T'he data input can be a signal or a variable,

so the module is implemented for any number of signal wires, and a single Acknowledge wire. For our
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data-in

dis-in

out-d

Figure 2.10 C-Element Implementation of a SWITCH Module

prrposes, two outputs are adequate for cach input, so the control mput is a single bit variable and,

therefore, is implemented as two input wires and an Acknowledge wire. Two C-clements are uscd for

cach data wire, one for cach output wire. 'The appropriate control variable wire is connected to cach

C-clement, so that the data is transmitted the output specified by the value of the control variable, The
Acknowledge signal shou!d-unly come from the sclected output, so two C-clements are used to multiplex
the Acknowledge signals together to give a single Acknowledge signal for the module previous to the
SWITCH module. The control variable wires are used to decide which of the Acknowledge signals (o
take. The SWITCH module, then, requires iwo C-clements for cach data wire, and two C-clements and

an OR gate for the Acknowledge.

The MUX module can also be implemented using only C-clements, :is shown in Figure 2.12. The
MUX module has two data inputs and one oulput. 1t also has one Acknowledge input and two

Acknowledge outputs. ‘The C-clements, then, multiplex the data lines and switch the Acknowledge fines,

The C-clement implementation, s shown in Figurc 2.12, uscs the same configurations as the
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Figl_:re 2.11a Data-Fiow Representation of a SWITCH and a MUX
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Figure 2.11b Module Representation of a SWITCH and a MUX

implementation of the SWITCH muodule. but in different places. Fikewise, the MUX module requires

two C-elements and an OR gate for cach output bit and two C-clements for the Acknowledge line.

The feedback paths used in the CM and the OM require C-clements for storage.  Unlike the
SWITCH and MUX modulcs, a storage clement must generate an Acknuwledge signal, rather that just
passing one wong. To gencrate an Acknowledge signal, a storage clement must be able o extract the
Ready signal encoded in its own data output. "The storage element, calied a RI:G nodule, consists of two
parts: a storage part consisting o-f a C-clement for cach bit, and a data detection part that generates an
Acknowledge signal from the output of the storage part.  The implementation of the REG module is
shuwn in Figure 2.13. ‘Ihe storage section only needs (o hold the input values at its output until an
Acknowledge signal is received from the following module. Thus, the Storage part consists solely of an
inverter, and a C-clement for cach data input. ‘e data detection part has to conform with the four-cycle

Ready/Acknowledge protocol presented carlier, 'The auput of the data detector should rise when data is
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Figure 2.12 C-Element Implemenation of a MUX Module

detected and fidl when the data has been removed (a spacer statc). This can casily be implemented with a
C-clement with one input connected to the AND over all of the variable bits of the Exclusive-OR of the
{wo wires representing the bit, and one input connected to the OR of all the data wircs. When all the
wires are in a data state, the resulting Acknowledge line goes high, and when all the wires arc in a spacer
state the Acknowledge line drops. "Thus, the REG module can be implemented with two C-clenients and
an Exclusive-OR gate for cach bit of the variable in addition to an Inverter, a C-clement, and an ANL)

gate for the Acknowledge signals,

‘The feedback paths in the CM: and the OM can be implemented with REG modules as described
nb'nvc. The feedback paths requires storage of two variables simultancously, onc is the old value of the
stored variable, and the new value that will replace the old value. Furthermore, it should be noted that
two REG mudules holding variables require a third RIEG module between them because of constraints
applicd by the Ready/Acknowledge protocol. A feedback path as implemented with three RIEG modules

is shown in Figure 2.14,
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Figure 2.14 REG Module Feedback Path

The feedback paths used to implement the CM and e OM require an initialization feature, The
ctreuits required to implenient initiatization of RIG modules will not be presented here, ‘T'he important
~ Issuc is how Lo initialize a feedback loop, given a REG module that can be mitiatized. Initialization of the
OM or the CM requires that every C-clement that isn't part of an initialized feedback loop have a logic
value of 0 on both inputs. This can be accomplished by sciting the inputs of the packet router to zero,
and initializing the outpit REG cell of the feedback path to a spacer state. We can then initialize the
middic REG cell to the desired i-nitiallimtiun vatue, and initialize the input REG module to a spacer state,

‘the initialization of a feedback Toop is illustrated in Figurc 2.15.

[t should also be noted that initialization is required for the use of RIG modules, because it is
pussible for a pair of REG modules to hold an illegal state that is stable, and will block data flow. It is
clear that a C-clement will come up in cither an on state or and off state. Suppose the first module of a
patr of REG modules comes up in an ilfegal state (not a data state or a spacer state). and its packet

detector C-clement comes up in a zero state (no Acknowledge). Also suppose that the fullowing REG
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Figure 2.15 Initialization of REG Module Feedback Path

maodule comes up in a spacer state, which will also give no Acknowledge. ‘The illegal state will pass on o
the second module and will remain there, because its oput (also an illegal vatue) will not generate an
Acknowledge from the next stage. Any new input byte will get ORed with the illegal state, so that the
state remains stable. Thus the REG module pair is in a dead-locked state. which is quite undesirable,
"or out implementation of the RI:G madutle, then, initinlization is requircment for a working system, A

mechanism will be developed for this purpose, when the circuit implementation for the REG module is

developed.

We reeall that our chip inpul/bulput signals are in single-rail Ready/Acknowledge format, while
our on-chip signais arc in dual-rail format, with a single wire Acknowledge signal. Modules are needed to
convert from vne of these forms 1o another.  Seity (4} considers this problem, and presents two circuit
designs shown in Figure 2.16. ‘The first of these converts single-rail o dual-rai) coding. The circuit is very
stple: if the Ready signal is on, cither the one or the zero wire is turned on, depending on the inpat logic
value, which requires only three logic gates. “I'he circuit that converts dital-rail to single-rail consists of

two input OR gates for cach bit of the variable, and a C-clement with enough inputs to accommodate the
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OR gates. The function of this module is identical to that of the packet detector, but it appcears that this
implementation might be more compact. ‘The differences accur when the input is not a valid data or
spacer state. This implementation will generaie a Ready signal for an invalid input, as long as at least one
of cach dual-rail pair is on. ‘The packet detector never gencrates a; Ready signal for an invalid input,
unless the input is first valid, and then changes o invalid. The Two-to-One Converter, as we shall call
this module, does gencrate an Acknowledge for an invalid state, but it requires a valid spacer state
afterwards to lower the Acknowledge line. Itis desirable for a packet detection circuit 10 fail to detect
mvalid bytes, rather than passing passing them on, to simplify fault detection in a large system like the

routing network these modules will be used to build.

As fault detection is an iinportant quality for large systems, it is pertinent to our design description
to examine in more detail the difference between the SINK module packet detector developed carlier,
andd the Two-to-One dats detector we have just discussed.  For certain static faults, like stuck-at faults (a

wire is ticd to Ground or VI)I y insicad of passing its intended signal), there is very little difference

READY-IN \

not
® BITO-10UT

BITO-IN

. N ° BIT0-00UT

BIT1-10UT
BIT1-IN

BIT1-00UT .

Figure 2.16a One-to-Two Converter
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Figure 2.16b Two-to-One Converter

between the two. The SINK module will never acknowledge a byte that trics assert a stuck-at-Ground
-wire, or a byte that tries to lower a stuck-al-VDD wire. The Two-to-One Converter will never
acknowledge a byte that trics (o assert a stuck-at-Ground wire. I the byte tries to ground a stuck-at-VDD
wire, the Acknowledge output will go high, but will not go low after the byte has been acknowledged,
which is just as good for fault-detection purposes. For mast types of shorts, the Two-t0-One Converter
docs about as well as the SINK, because of the fact that nMOS logic pull-down transistors can sink
significantly more current than the pull-up transistors, because of te ratios of their W/ Ls. If an asserted
wirc is shorted to a low wire, the low wire will pull down the asserted wire, and the neither packet
detector will work. In some cases. though, wircs from a from two different sized logic gates, or from
different types of logic gates (like a NAND and a NOR) may short such that the pull-up transistor of one
s capable of defeating the pull-down transistor of the other. In this casc. illegal states may get passed by
the Two-to-One Converter, but would not be passcd by the SINK module. If dynamic faults occur
{glitches, ctc.), the SINK may or may not have an advantage over the T'wo-t0-One Converter, depending

on the nature of the fault, but it scems likely that the SINK module will be better on a statistical basis,
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which may help fault detection some, as these kinds of faults are very difficult to find in any form of logic
system.  ‘The choice between the SINK module and the Two-to-One Converter will be left to the
designer.  The trade-offs will be area, power, and speed versus better use of dual-rail coding as an

- error-detection coding.

Another group of modules that must be implemented arc the basic logic functions AN, OR, and
NOT for dual-rail variables. ‘The NOT function is simplc, all that is necessary is to reverse the wires
corresponding to the bit to complemented. so that the wire denoting a logic value-1 becomes the wire
denoting logic value-0, and vice-versa, ‘This property of dual-rail logic can be used to reduce the problem
of implemienting the AND and OR modules o that of implementing only one of the twao. DeMorgan's
theorem can be used, switching the input and output wires to apply a logic NO'T function to cach, on a
AND module o get an OR module. 'The AN, OR, and NO'T" functions can be implemented, and only
one madule design is necessary, as shown in Figure 2.17. The AND function can be implemented with
one C-clement for the logic-1 output wire, and three C-clements, with their outputs ORed for the logic-0
' vutput. ‘The Acknowledge signals for these logic signals is simply the Acknowledge signal from the next

SLage, 50 no special circuitry is required.

ina-1
3 outt

inb-1
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inb-0
ina-0 :
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inb-1

ina-0

(@) () () (o

inb-0
Figure 2.17 Dual-Rail AND Gate
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A problem that occurs at this stage is how to i in the Acknowledge signals if a fan out occurs at
the output of a module. We want to send back an Acknowledge when all of the following stages have
sent back Acknowledges, and we want the Acknowledge line to stay high until all of the Acknowledge
lines from the fullowing stages have dropped. This can casily be accomplished by an N-input C-clement
where N s the fan out of the variable at the output of the module, as lustrated in Figure 2.18. An

N-input C-clement can be implemented by cascading two-input C-clements as alsu shown in Figurc 2.18.

The only remaining module is the MERGE module. The heart of a MERGE module is an Arbiter,
as shown in Figure 2.19. We simply use the Arbiter 1o choose between the two data inputs using the

outputs of two data-detectors, as designed for the REG maodule, as inputs. C-clements can be used to

ackD-in
ackt-in

ack-out

ackN-in

Fiqure 2.18a Combining N Acknowledge Signals

ack0-in

ack1-in

ackN-1-in

ackN-in

Figure 2.18b One Implementation of an N-Input C-Element



-31-

multiplex the two inputs together depending on the outputs of the arbiter. The Acknowicdge lines are
ORcd with the outputs of the data-detectors, so that the Arbiter will remain engaged undl the complete
four-cycle Ready/Acknowledge transfer is complete. "The outputs of the Arbiter are ANl)c& with the
outputs of the data-detectors to multiplex the data lines and switch the Acknowledge lines, so that the

/\cknnwlcdge lines won’t drop until the Arbiter is disengaged.

Finally, two simple modules have to be developed to complete the set of necessary modules. We
have not specified 4 module to replace the data-Mow SOURCE modules used in Figures 2.4 and 2.5. A

SOURCE module can be implemented by inverting the Acknowledge line from the next module and

-~

packet detector

packet detector

s §

Figure 2.19 MERGE Module Implementation



-32-

using this value to drive the lines that represent the logic values that we wish the SOURCE module to
transmit. ‘The other lines can be ticd low. Thus, when the SOU RCE module, gets acknowledged by the
next module, the data fines drop. When the Acknowledge fine drops, the next SOURCE byte is sent.
This implementation satisfies the four cycle Rcady//\cknnwlcdgc prutocol. Single bit logic-1 and logic-0
SOURCE modules are) illustrated in Figure 2.20, There are also cases when we need a SINK module,
‘These cases occur in our data-flow representations whenever a variable enters & T-module that is not
accompanied by an F-module, or vice versa. When a byte arrives that is ot transmitted by (he T-module,
or in the opposite case. the t-maodule, the packet must be transinitied by a complementary module to a
SINK module so that the byte will get acknowledged, and not cause a dead-lock. Fach case of a single
T-module or F-module in Figures 2.4 and 2.5 will get replaced by a MUX moduie with the output that
docs not correspond to the .dam-ﬂow madule going to a SINK module. The implementation of a SINK

module has already been presented as the data-detector in the REG module, and will not be repeated

here,

Al the modules necessary for the implementation of the CM and the OM have been specified in

tenns of several hasic logic clements, An implementation of the CM and the OM can be found by

0 ————p= BIT1-OUT

BIT1-0UT
Q———» BITO-OUT BITO-OUT
ACK-IN ACK-IN
0-Vaiue SOURCE Module 1-Vahe SOURCE Module

Figure 2.20 Source Modules
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combining these elements as shown in Figure 2.21 and Figure 2.22. These implementations are based on

implementations designed by |cung [3] using the same modules.

The structural decomposition of the basic functions that we specified for the packet router has been
developed through three levels of hierarchy. First, the router was split into two basic functions
implemented by the CM and the OM. Each of these was decomposed using data-flow modules. The
diata-flow representation . was decomposed, in turn, into modules composed of scveral basic logic
clements. “I'he transition from the data-Aow modules to the our hasic hardware modules can be viewed as
a transformation on a single hicrarchical level, ‘The goal of this thesis is o implement circuit designs and
layouts for cach of the hardware modules, using the circuit designs for the logic clements that were used
w specify these modules. Unfortunately, the transition from our current level of design (o a circuit and
layout level of design is not as structured a transition as those we have made to our current modular level,
"The issucs of developing minimal circuit designs for these modules, and develop layouts for the circuit
designs have to be considered from the bottom-up as well as from the top-down. The basics of the
integrated circuit technology used to implement the modules have to be considered before any form of

circuit design or layout can be comprehensible.
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lII. A DESCRIPTION OF MOS TECHINOLOGY

In order to make the layouts and circuit designs presented later in this thesis understandable, this
chapter deals with the integrated circuit technology used to implement the router. There are three aspects
ol the circuit iechnology that are useful to gaining an understanding of the development of the layouts
and circuits developed in this thesis. First, a general understanding of (he processing steps required to
mmplement the circuit technology should be gained.  Next, the geomctric design rules should be
considered. Finally, the basic circuits that are used (o implement the packet router, as well as the
electrical design rules associated with them should be undersiood. “These three arcas characterize the

process technology in sulficient depth to make this thesis understandable,

First, we should note that the circuit technofogy used for this thesis is an N-channet metal oxide
semiconductor 11 Id-cffect transistor (MOSKI iT) technology. Furthermore, the logic has depletion loads,
or in other words, the transistor that acts as a load has a negative threshold (depletion-mode).  The
puil-dmﬁ] transistor(s) has a positive threshold {cnhancement-maode). A circnit diagram of an hverter

using this technology is shown in Figure 3.1

Vdd

|

Depletion-mode Load Transistor

Out

n  — Enhancement-mode Pull-Down Transistor

2

Gnd

Figure 3.1 MOS Depletion-Load inverter
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Almost every N-channel MOS integrated circuit system is made by processing a thin wafer of
lightly P-doped mono-crystalline silicon. The wafer is processed by introducing impuritics beneath its
surface, and by growing or depositing layers of oxide, metal or poly-crystalline silicon on the :surfacc of
the wafer. ‘e logic circuits are produced by interactions between the various layers making up an
imcgratcd circuit.  The layers arc patterned according to the layouts o produce logic circuits. The
patterns on various layers are achieved by a sequence of processing steps (see Figure 3.2) as described by

Mead and Conway [6).

‘The basic processing sequence begins with a mono-crystalline, P-doped silicon wafer, on which a
layer of silicon dioxide has been grown. Photographic lithography techniques are then used o cover a
portion of the wafer with an organic substance that will act as a mask that resists ctching. The portions of

the silicon dioxide not covered by the masking material will be ctched down to the silicon surface by

»
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Figure 3.2a Diffusion Cut
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Figure 3.2b lon-Implant Step
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exposing the wafer 10 hydorfluoric acid. The mask used for this processing step is known us the diffusion
fayer mask. The diffusion layer will cover the channel regions of all the MOSFETs, as well as the
diffusion regions that act as the source and drain regions of the MOSFETSs, and interconneet between
these regions. The masking material is then dissolved, and a second photo-masking step is used to mask
all areas on the exposed silicon surface that are not to be channel regions for depletion-mode transistors.
The mask used for this is called the ion-implant layer mask. 'The remaining parts of the wafer are dupcd
using ion-implantation, to produce depletion-mode chanucls wherever the ions cover a transistor channel
region. ‘The second photo-mask is dissolved, and a layer of thin silicon dioxide is grown. Next a
conductive layer of pul&-cryslallinc silicon (polysilicon or poly) is deposited on the wafer. A
photo-masking and etching process will remove poly and thin oxide from all but the desired regions of
the wafer. The mask used for this is called the poly layer mask. “I'he poly layer defincs the gates of all of
the transistors, as welt as poly wires used for interconnection. Next, the wafer is exposed to a source of
N-type dopant, which is allowed to diffusc into the silicon wherever the silicon surface is exposed. The
waferis inherently imasked from the diffusion wherever there is still thick oxide, or wherever poly was left
from the previous step. ‘This property of these processing steps taken in this order is called diffusion
self-alignment, as the gate region aligns the source and drain diffusions by mnasking the channcel region,
Next a layer of thick oxide is grown. A photo-mask siep, using the contact tayer mask, and an ctch step
then opens contact cuts through the oxide to the silicon surfuce, or the poly surface. Next, a layer of
aluminum is deposited, and a photomask step. using the metal layer mask, and an ctch Step removes
undesired metal. Another oxide growth step, along with a photo-mask and ctch step to open contact culs
for the input or output pads completes the processing. It should be noted that transistors occur wherever _
apoly layer crosses a diffusion layer, as the region below the poly does not get exposed o dopants that
resullin a conductive diffusion fayer. 1E however, the transistor arci is ion-implanted, a depietion-mode
(ransistor results. “Fhese processes resalt in what are called silicon-gate, dilTusion sclt-aligned (1)SA)

Lransistors.



The process technology described above has cerlain geometric limitations.  There are certain
minimom vadues for various separations and line widths on the layout. These minimum values are
determined by a variety of constraints on the process technology. "The geometric constraints are, in
general, limited by the resolution of the process (cg.: resohtion of lithography), or by the circuit and
device physics considerations {cg.: capacitance between adjacent wires). For the purpose uf this thesis,
the design rules developed by Mcad and Conway [6] are used because of their simplicity. Mead and
Conway present a generalized set of design rules that are valid irrespective of process variations by
introducing a variable scaling factor called . For any set of processing constraints, A can be changed so
that bone of the design rules violate the processing constraints. This approach may not yield the most
arca-efficient or speed-cflicient designs, but it docs simplify the task of the designer, and allows the use of
any depletion-load, silicon gate, 13SA MOSFIT technology to be used in the implementation, changing
only the value of A 10 accommodate differences in the process technology. “To give the reader soine
concept of scale for the geometric dcsggn rules, the A used the fabricate the test chip presented later in this

thesis was 2.5 microns,

The Mcad and Conway design rules are briefly presented here for the sake of completeness. ‘The
design rules arc summarized in Figure 3.3 The first group of design rules represent minimum line widths.
The minimum widths of metal, poly and diffusion lines are, respectively, three A, two A and two A, as can
be scen in Iigures 3.3a, 3.3b, and 3.3c. The next group of design rules specify minimum scparations
between lines on various layers, The minimum separation between two metal lines, two poly lines and
two diffusion lincs are, respectively, three A, two X, and two A, as can be seen in Figures 3.3d, 3.3¢, and
330 Also, as there is an electrical interaction between the poly and diffusion layers, since an overlap of
the two layers creates a transistor, a separation width must he specified for cases when a transistor is not
desired. ‘The miuiml.lm separation distince between a poly line and a diffusion line is one A, as shown in
Figure 3.3g. There is also a group of rules for the overlaps between the poly, ion-implant and diffusion

layers, for cases when a transistor is desired. ‘Ihe minimum amount that a poly gate region must overlap a
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transistor (the diffusion layer that the poly region crosses, that is) is two A, as shown in Fig. 3.3h. The
minimum amount that the source and drain regions of a transistor must extend beyond a transistor
without becoming narrower is two A, and without becoming wider is one A, as shown in Fig. 3.3i. The
minimum width that an implanted region must overlap a transistor region (intersection of poly and
diffusion) on all sides is one and a half A, as shown in Fig. 3.3j. The minimum distance between an
enhancement mode transistor, and an implanted region is onc and a half A, as shown in Fig. 3.3j. The
last group of rules specifies the minimum dimensions for alf contact cuts between layers, and the
minimum dimensions for the overlup of the layers around a contact cut. A contact cut between metat and
diffusion has a minimum width of two A, and must be overlapped by mietal and diffusion by one X on allr
sides, as shown in Fig. 3.3k. A contact cut between metal and poly has a minimum width of two A, and
must be overlapped by méml and poly by one A on all sides, as shown in Fig. 3.31. The minimum
spacing between contacts when connecting a large diffusion region with a large metal region is two A, as
shown in Fig. 3.3m. 'The minitnum spacing between a contact cut in diffusion and a transistor is two A,
as shown if Figure 3.3n. IMinally, a structure for conncecting the poly layer to the diffusion layer without
using two separate contact cuts is needed. Such a structure is shown in I5ig. 3.30, and is catled a butting
contact. The minimum size of the contact cut is four A by two A. ‘The contact cut must be overlapped on
all sides with cither poly, or diffusion or both by at least one A. The poly and diffusion layers must

overlap by atleast one A, The contact cut must be overlapped on all sides with metal by at least one A,

Having completed a dcscriptiuﬁ of the process used, and the circuit design rules that apply to the
process, we can now consider the circuit design rules. ‘There arc two types of logic circuits that can be
used with this process technotogy. The most comman form of logic circuit is active fogic, in which a logic
gate has one pult-up device and one or more pull-down devices, The other form of logic is called steering
logic.  Steering logic consists of one or more transistors, called pass transistors, whase channels form a
scries comneetion from the output of one active logic gate to the input of another. Examples of both

forms of logic are shown in Iigure 34, When sicering logic is being used for static logic circuits, it is
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important that every output node have a path of pass-transistors to some driven node, or clse the output

node will have an indeterminate value.

The active form of logic has one important circuit censtraint. An active logic circutit has a property
calted a logic threshold vollage. which is defined as the input voltage that results in an identical output
voltage. "The constraint that concerns active logic is that the threshold be halfway between Vdd and-
ground. The purpose of this constraint is to maximize noise immunity. Since the voltages associated with
the logic values I and 0 are close w Vdd and ground, respectively, noise immunity is maximized by
putting the logic threshokl at half of Vdd. This constraint can be combined with various circuit
constraints and processing constraints, and can be optimized with respect t current driving capability of
the pull-up transistor and the pull-down transistor in an inverter circuit [6). 'The resulting optimal
transistor sizes can be refated in terms of the width to length ratio (W/ [.) of the two transistors. It is a
fundamental property of planar MOSIFETSs that current driving capability is proportional to W/l The
uptimul ratio of W/L. for the pull-down transistor to W/L. for the pull-up transistor is 4:1. "The result can
be extended to multi-transistor pull-down structures by treating turned-on pull-down transistors as

resistors of size L/W and use resistor scries-parallet combination rules to find the maximum cquivalent

Vdd 4
B
1
Out=A1|B + A2|B
Al — '-I
Gng
A2 —
-_1
B
Vdd

Figure 3.4 Steering Logic Example



W71 for any combination of inputs that should wm ofl the fogic gate, to use as the effective pull-down
W/ which will specify the WL, for the pull-up trunsistor. Several examples are illustrated in Fig. 3.5.

Thus, the clectrical design rule for active logic has been specified,

Other clectrical design rules concern the use of stecring logic. “The use of pass transistors has two
basic problems, Whenever the input attached to the channel (in this case the drain} is highcf than the
voltage at (he output of the channel, the pass transistor acts as a pull-up transistor. I[n this case, the pass
transistor cannot pull the eutput any higher than one erhancement threshold helow the channel input, so

that the logic gate following a pass transistor receives an enhanceinent threshold less voltage drive than

Figure 3.5a Inverter

Vdd Vdd T
[‘1/4 1/8
b~ Out = In0 + In1 | ut =indind
E—j 171 tn0 —l /1
InQ ‘l 1/1 l_fnl
Gnd In1 —, 171
Figure 3.5b NOR Gate Gnd
Figure 3.5c NAND Gate

Figure 3.5 W/L Examples
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would a logic gate following another logic gate. To compensate for this problem, a higher pull-down to
pull-up W/I.is required so that the stage following a pass transistor can drive its output as hard as a logic
gate driven directly by another logic gate. Mead and Conway [0] calculate the appropriate ratio of
pull-down W/L. to pull-up W/L. to be 8:1, for any length chain of pass transistors.  Another problem
ariscs, however, when very long chains of pass transistors arc uscd. The problem is related to the delay
time of a long chain of pass transistors. A chain of pass transistors can be modeled as an R-C delay line,
and therefore, the delay of a chain of n pass transistors becomes proportional to n?asn becomes larger.
ft becomes desirable, so that the delay doesn’t become excessive, 1o break up a chain of pass transistors
every so often, using an active logic gate, which restores the signal, and breaks up the diffusion nature of
the signal propagation. Mcad and Conway calculate the optimum number of pass transistors between

active logic gates to be about four,

A myjor problem of ratioed logic concerns its inherent asymmetry, The enhancement-mode
pull-down transistor have four times the current-driving capability of the depletion-mode load transistor
Ai-in the basic inverter. 'This results in an rise-time that is roughly four times slower than the fall-time. It is
desirabic in some applications to apply a voltage to the pull-up transistor, rather than to connect it to the
owput node of the invcrter,- to increasing its current-driving capability during the first part of the pull-up
transient. "Fo accomplish invcrsipn, the voltage must corresponding to the logical inverse of the voltage
driving the pull-down transistor. A circuit with a driven deplction load, must therefore be preceded by an
inverter. The resulting circuit is called a super-buffer, and can be constructed in an inverting or a
nou-inverting form, as shown in Figure 3.6, Ihe super-buffer is most uselul in driving large capacitive
loads, since pull-up transient witl be significamtly shortened, In other applications, however, use of the
super-bulfer inay not be warranted, because of the penalty of extra-size, or the extra delay inherent in

using two gales instead of onc.
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Figure 3.6b Non-inverting Super-Buffer

I~'i;1;|liy, we can develop the basic circuits that make up the packet router, The C-elenrent and the
arbiter form the basis for implementing the modules developed in the previous chapter,. N-MOS
implementations for both of the circuits are given by Seitz [4]. Circuit diagrams for the C-clement and
the arbiter are shown in Fig. 3.7. The C-clement consists of wo logic gates. 'The first logic gate is a
multi-function lugic gate, which is the NOR of the AND of the mputs with the AND of cach of the inputs
with the feedback value. The feedback value is the complement of the output of the mulii-function logic
gute. “The C-clement only changes its output when all of its inputs agree. ‘The arbiter consists of a
cross-coupled NOR-gate latch and a threshold gate. “The output of & NOR must be low, and the output
ofthe alternate NOR must be high o allow an output Lo be pulied tow. It should he roted that the inputs

and ountputs of this circuit are negative-logic, and should be inverted to give a pusitive-logic

implementation.
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[n this chapter, some relesant details of the process technology used for implementing the modules
of the packet router were presented. ‘The geometric and electrical design rules necessary to design jogic
using this process technology, were also presented. 1 inally, the basic circuits required o implement the
basic modules from Chapter 1l were presented. We are now ready to consider the actual circuit designs

and fayouts used w implement the modules,
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IV. DESIGN AND LAYOUT OF THE MODULES OF THE PACKET ROUTER

The fundamental ideas that precede the circuit design and layout of the various router modules
have been presented in carlier chapters. A functional decomposition down to the modular level was
presented in Chapter I, Furthermore, details of the process technology were presented, along with basic
geometric and clectrical design rules in Chapter I, Also, the circuit designs for the basic components
required for our implementation of the packet router have been presented. All that now remains is to

present the module designs and layouts, along with the systems that were designed with them.

We first need to consider the modules, their functions and their implementations,  Each module
will be developed individually from the functional descriptions given in Chapter ! to a circuit-level
description. The circuit designs will then be used to develop a layout for cach of the modules. In some
cases, it will prove advantageous to develop more than one circuit design and layout for the module in
question. Additional layouts will gencrally be developed to give some flexibility o the system designer
using the modules. Where applicable, a circuit and module design will be developed in a form to allow
the function of the module o be extended to an arbitrary number of bits. For some of these modules, a
separate circuit design and layout will developed whose function can be applied only to onc bit. The
single bit implementation will generally be faster and less space-consuming than the multi-bit
unplementation when applied to one BiL In other cases, only a multi-bit implementation, or on the other

hand, a single bit implementation wilt prove necessary.

As the C-clement and arbiter circuit designs have already been presented, and since they are the
basic components of the other modules, their layouts will be presented first. The Packet Detector and the
REG module will be presented next. ‘The SWITCH and MUX modules will then be developed.
Following that, the circuits and layouts for modules to convert signals  from  single-wire,
Ready/Acknowledge signalling to the dual-rail signalling, and modules to convert from dual-rail

signalling to single-rail Ready/Acknowledge signalling will be developed. ‘The dual-rail versions of the
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ANT> and OR gates will then be presented as modules. Finally, the MERGE module will be considered.

The C-clement is used in almost every module developed in this thesis. Its circuit design is fairly
simple as was demonstrated in Chapter 3 (Fig. 3.6a). As it is a basic clement in other designs, a
minimal-sizc layout is desired to minimize the size of the layouts of modules using the C-clement. A
layout using minimum-size transistors is given is Fig. 4.1a. Therc are cases that require C-clements with
more that two inputs. Specifically, the design of the CM and the OM presented in Chapter 11 requires
threc-input C-clements for combining Acknowledge signals for logic gates whose outputs fan out three
ways. There are two possible means of implementing a threc-input C-clement. The casicst way is to
combine two two-input C-clements [4] as shown in Fig. 2.18b. The more time- and arca-cfficient
implementation cxpands the circuit design for the two-input C-clement 10 three clements, by modifying
the input logic gate as shown in Fig. 4.1b. A layout was developed using this circuit design as shown in

Fig. 4.1c.

The arbiter is also an important module in the OM, not because of the number of times it is used,
but because of the importance of its function, The task of arbitration is a fundamental sub-task of the
packet router. A circuit design for the arbiter was presented in Chapter 11, Unfortunately, the circuit
design given by Scitz [4], as shown in Fig. 3.6b, docs not completely specify a circuit design for the
arbiter. The threshold clement that follows the cross-coupled NOR gates is not a simple ratioed logic gate
that follows the electrical design rules presented in Chapter 11l. The cross-coupled NOR gates are
standard logic circuits, and will, therefore, uct like NOR gates if designed with a standard 4:1 ratio. The
threshold gate, however, will not begin to turn on until there is a difference in the voltage fevels at the
outputs of the cross-coupled NOR gates of a least one MOS threshold. Furthennore, (he pull-down
transistors of the NOR gates has t sink the current flowing through the corresponding leg of the
threshold element in addition 10 the current flowing through its own pull-up transistor. 'The threshold

clement in combination with the corresponding NOR gate puil-down transistors can be treated as a
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standard NAND gate, so its pull-up transistor should have 1/8th the ssturation current of each of its
pull-down transistors. If the threshold pull-down transistor and the NOR gate pull-down transistors are
minimum size (two A by two A), thcn the threshold pull-up transistor will be 8 times as long (two A by
sixtecen A). The pull-up transistor for the NOR gate would normally have 4 times the length of the
pull-down transistors associated with it, but in this case, the pull-down transistors have to sink the
saturation current of the threshold pull-up transistors, which is half of what they normally have to sink.
The NOR gate pull-up transistors, then should be made 8 tines the length of its pull-down transistors. A
layout using these ratios is shown in Figure 4.2, It should be noted that the assumptions made for this
design are extremely conservative, and a more complete analysis would probably yield a faster and more

compact design, 'The fact that ratived logic rules are based more on engincering approximations and
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experience than on solid theory makes it difficult to design non-standard logic elements tike the arbiter.

This is an arca. however. in which further research would be of great benefit,

The REG module is one of the must important modules, as it is required to store the state variables
required to implement the packet router, as well as to allow pipelining in the data paths of the packet
router.  We recall from our functional description of the RIEG module that it contains & packet detector

for generating an Acknowledge signal. To help design the REG module in the must compact and
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efficient form, we will first develop a circuit design and layout for the packet detector, as a module in
itself.  We recall that the packet detector has some value of its own, as the SINK module specified in
Chapter 11, so for this purpose, we will develop a circuit design and layout for a packet detector for an

arbitrary number of data bits.

An implementation of the SINK module for an arbitrary number of bits, can be divided into two -
separate parts. One part of the module will be repeated for each bit of input, and will be referred to as
the bit cell. The other part is used once in cach SINK maodule, and combines the outpues of the bit cell
portions to give a single output. The second part will be referred to as the output cell. We recall from
Chapter 11, that a packet detector can be implemented as a two-input C-clement ﬁill] one input the OR of
all the duat-rait input wires, and the other input the ANID of the XORs of the wire pairs comprising all of
the dual-rail bits. Our division between a bit cell and a output cell can be easily chosen. The XOR gates,
and parts of the OR and AND gates should be implemented in the celt circuit, and the C-clement and
rcn_mining parts of the AND and OR gates will be contained in the output circuit. The design constraints
of ratioed-logic force us to use NOR gates to implement the OR over 2N bits, and the AND over N bits,
for an N-bit variable, that are needed to implement the SINK module. The OR of all of the dual-rail
wircs is implemented simply by a NOR of alt the bits, followed by an inverter. 'The NOR pull-down
transistors will be included in the bit-cell portion of the layout, while the NOR pull-up transistor will be
in the output cell layout. To implement an AND, we can use DeMorgan’s theorem, by putting inverters
before a NOR gate to give an AND gate. The inverters can be merged with the XORs, as we shall sce,
The casicst way to implemnent a XOR uscs two pass transistors, and two inverters, as shown in Fig. 4.3a. If
we exchange the gate conncections to ﬁ]c two pass-transistors in the XOR circuit, as demonstrated in Fig.
4.3b, we can achieve an XOR with an inverted output, or an "If and Only I logic gate. If we combine
this with the pull-du\\lm transistor for the NOR gate to implement the AND, and the pull-down transistors
for the OR structure, we get the circuit and bit cell layout shown in ig. 4.4. 'I'he pull-ups for the OR

structure, and the AN structure can be combined with an inverter for the OR structure and a C-clement
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L give an output circuit and cebl layout, its shown in lig. 4.5. "I'he puli-up for the AND structure was
given a 1/8 W/L. ratio, to give threshold restoration to compensite for the pass transistors in the bit cell.
The SINK module is laid out by stacking bit cells, so that the wires combining the two NOR structures

are linked together throughout the module. ‘The output cell is placed on the top of the stack.

We recall from Chapter I that a REG module is simply a group of 2N C-clements, for an N-bit
variable, whose inputs consist of the inputs to thc REG cell, and the complement of the Acknowledge
signal from the next stage, along with a packet detector to generate the Acknowledge signal for the
previous stage. The circuit is sim'ply an cxtension of the packet detector with C-clements added for the

storage clement. The REG module used in the packet router requires a mechanism for initialization, as

the feedback paths in the CM and OM require initial values for the packet router to function properly,
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Figure 4.4b Sink Module Bit Cell

Also, the behavior of a string of REG modules that aren’t initialized o have spacer states following and
preceding cvery data state, and spacers everywhere clse, is undependable, as was shown in Chapter 2. An

extra transistor has been inserted into the C-clement to accomplish initialization.  This pull-down
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transistor can pul] either the output rode or the feedback nude of its C -clement to ground, and thereby
initialize any output wire of the REG module 0 a zero or a one. This feature is programmed by the
designer by inscrting a picce of poly-silicon between the drain of the initialization transistor and the
appropriate gate. If spacer states are alternated with data statcs, any group of REG modules can be
initialized by asscrting a wire attached to all of the gates of the initialization transistors-in the group. The
REG module, like the packet detector, can be divided into a bit cell and an output ccll. The bit cell will
consist of the two C-clements associated with cach bit of &t REG mudule, in addition to the logic for the
bit cell of the packet detector, and an initialization transistor for cach. The owtput cell will consist of the
output celt of packet detector, and a super-buffer inverter to invert the acknowledge signal from the next
stage. The circuit diagrams and the layouts for the two parts of the REG module are shown in Fig. 4.6,

and Fig. 4.7. The possible connections for initialization are demonstrated in Figurc 4.8. Figurc 4.8a
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shows the connection for a REG cell initialized for a spacer state, I¥ igure 4.8b shows the REG cell that
will be initialized in a ZERO state. The REG cell in Figure 4.8¢ will be initialized in a ONE state. The
REG module is assembled by stacking bit cells, so that the wires for the packet detector connect together.

The output cell sits at the top of the module.

As mentioned carlicr, it sometimes is desirable to have a separate layout and circuit design for the
one-bit implementation of a module when it is used a lot, and the reduction in layout arca is significant.
‘This happens (o be the case for the REG module. All of the REG modules used for feedback in the CM
and OM store single bit variables. 'The C-clement of the packet detector is not required if the packet is
only onc bit wide. "Thus, a simple OR gate is sufficient as a packet detector for the one bit case, 'Ihe

layouts of the multi-bit REG module have been repeated with a NOR gate and an inverter replacing the
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packet detector. The layout for the one-bit REG module are shown in Fig. 49. The initialization
scheme is identical to that used in the multi-bit implementation, as discussed carlicr, and are
demonstrated in Figure 4.9. It can be scen that the layout for the single-bit implementation is
sighificantly smaller than the multi-bit implementation applied in a single-bit application, Furthcrmore,

its is reasonable (o assume that the simpler logic will yicld better speed performance.

The SWITCH and MUX modules can be implemented directly from their block descriptions
presented in Chapter 1 (Figures 2.1 l.and 2.12). 'The OR gates required for combining the data signals in
the MUX and for cuombining the Acknowledge signals in the SWYTCH are implemented using the
inverted C-clement vutputs. and a NAND gate. T.ike the modules we have alrcady designed. we want an
N-hit implementation, with bit ccll layouts and output cell layouts like before, “The SWITCH and MUX
functions work on data or signals, so the basic bit cell will only perform its function on one wire, and it
can be used 2N times for an N-bit variable, As these modules are mostly used for large variables, a

single-bit layout will not be designed.
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First, lets consider the SWI'TCH module. ‘The bit celt need only consist of iwo C-clements with the
input wire common to both. Two wires run veitically, and determine the switching dircction. They are
driven by the output cetl, and are therefore conrmon to all the bit cells in a SWITCH module. The layout
for the bit cell is shown in Figure 4.10. The output cell of the SWITCH module takes the two
Acknowledge lines from the modules following the SWITCH and select the one coming from the output
dircction of the SWITCH. “I'he resulting Acknowledge is sent to the modules generating the inputs to the

SWITCH. Both the data byte and the swilching variable arc acknowledged, so the Acknowledge signal
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fans out to both of the previous modules, The cell contains two C-clements which select the appropriate
Acknowledge signal. The outputs of the two C-elements are ORed by NANDing the negative outputs of
the C-clements, coming from the first stage of the C-clements. The use of the internal node as the output
of the C-clement in this module is not as dangcerous as it would appear. The inverter contained in the
C-clement is only loaded by the feedback transistor, therefore the C-clement should stabilize very quickly
after the internal node, and there is very little danger of the output of two-input NAND gate stabilizing
before the C-clements stabilize. The layout for the output cell is shown in Figure 4.11. The bit cclls arc

Stacked above the output cell, so that the direction wires link together throughout the module,
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The MUX module is practically the same as the SWITCH. The circuits are exactly the siwne, except
the circuit for the bit cell of the MUX is the circuit for the output cell of the SWITCH. The two inputs
get sclected by two direction lines, using two C-clements, and the outputs of the C-clements are
combined using a NANI gate to OR the logic vatues. “The MUX bit cell is shown in IFigure 4.12.
Likewise, the MUX output cell uses the same circuit as the SWITCH bit cell. 'The MUX output cell
switches the Acknowledge from the output to the input corresponding to the direction logic value. The

Acknowledge input will be routed around the output cell to acknowledge the direction variable, since it



- 66 -

Init

iy

(7

o

G

HiTnuny

o

' \ o Y T1
IS e

-\\\

i3y

e

9 _L‘..... SRRt i s s .u»&..;
AN G R A e

.......

s L Sy R L
RERRE L MR R B A S e TRy

Figure 4.9b Single-Bit REG Module Layout

Ack-Out
Vag



-67 -

2%
§\\\\§

N

.....

ey

BRrbc sy,

SRR \w
1

N\

mmwuuww.\\\\\\\\ §

N

e Ay

ALY

7
\\\\N\M\.\u\§ ::

Lo IRNS

P Lt S e
R et 2k “&Q\\wwmﬁ&vm .‘.




A\

ol

‘ u\,\.\\\\\\uﬁx\ﬁ\\m‘z
atsd

e

i

68 -

AN

N

SN

RS R KCE NN,

et AP A

g
2%

%
%



cos
SErrTry

T : 7 7 Z
\\ow\.«.\\&.‘m\.\\.\w«\ T : 7

G ot Rt i r b f P AT ELL S A A,
e e el

i

1

Figure 4.9e Single-Bit REG Module Initialized as ONE

S

c s 2, v, ., ,4, s 0 -, v \\



-10-

\\Ne il

N
AN
1S B

RIAN

B A 5os 2 e \\\\\.\N\k\,..w.&\\\\\,.‘s\.\m\\“\«u\\,.m.,,

e
N A a4 oty
TN

-

S migre s s o a T
B e R TP S e SO

Lrrrey,

.....
........

N\.\! \\N\

ZERO  ONE
Wire

: i \.

=3
(@)

e

Vdd

Wire

Figure 4.10 SWITCH Module Bit-Celi Layout



ZFERO ONE Vad

R R AR
S

PRI \\\\\

.....

B
PP

S
: I::!-
i

N

Ny

& ..

i

77

AOLLLSS,

%

-
&
s

NN ACKO-In

AP A A
7

sesteso,
5

- N
NS

7

A%

N
ACK-O NN §\\\.‘\\\\\\\\\\\.
NN AT N

5

%

R0 5

Figure 4.11 SWITCH Module Acknowledge-Cell Layout



-T2 -

must be acknowledged irrespective of its value (the dircction). The output ccll is simply two C-clements,
and is shown in Figure 4.13. Just like the SWITCH. the MUX bit cells arc stacked above the output cell,

so that the direction variable passcs throughout the module.

Next. we will consider modules designed to convert dual-rajl signalling to  single-rail
Ready/ Acknowledge signalling, and vice versa. These two tasks are a neeessity for any integrated circuit
implementation using the dual-rail modules discussed in this thesis, because of pin limitations. ‘The
Rumber of pins an integrated circuit can have has 4 maximum value, because packaging technology has a
considerable influcnce on cost, which means that integrated circuit manufacturers have 0 limit the
complexity of their packaging technology. As dual-rail signalling requires almost twice as many wires as
single-wire Ready/Acknowledge signalling, the latter is preferable for chip input/output. ‘The circuitry
required for conversion of one form of signalling to another is fairly simple. We considered the modules
required to convert t and from dual-rail coding in Chapter 2. The circuit for a One-to-Two Converter
was very simple. A cell-type layout for N bits will be developed here. It was noted that two approaches
cotild be laken w converting dual-rail coding to single-rail coding. One schemie used a SINK module,
which we have already designed, o gcncrutc the Acknowledge signal.  The other scheme used a
sunplified version of the SINK module, designed by Seitz [4]. The area difference between the two docs
not really justify developing two diﬂ’cr_cm packet detectors, but, as discussed jn Chapter 2, the differences
between the two in terms of error detection are not entirely clear. ‘The REG and SINK modules use the
same Kind of packet detection, while the Two-to-One converter uses a simpler method that could
potentially reduce the area of these modules significantly. Laying out the Two-t0-One Converter will
help judge the area savings, and its implementation can be used to iest the differences hetween the two

packet detection schemes in erms of crror-detection and speed.

‘The One-to-Two Converter is a very simple module (sec Figure 2.16).  ‘The casiest MOS

implementation uscs two inverters and two 2-input NOR gates. The Ready signal is inverted, and is an
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input to both NOR gates. The inverted input bit is the other input to the NOR which generates the ONE
wirc of (he output bit. 'The input bit is the other input to the NOR which generates the 21RO wire of the
output bit. The NOR gates can be considered equivalent to the AND gates of Figure 2.16 by applying
DeMorgan’s Theorem. This circuit design can casily be partitioned into a bit cell and an Ready cell. The
bit cell contains the two NOR gates, and the inverter associated with the bit input. 'The Ready cell
consists of the inverter for the Ready signal for cach of the bit cells, “The Ready cell will have to drive a
large number of gates, so a super-buffer implementation is used. Furthermore, since we wish to output a
spacer state when the system is being initialized (the signal Resct is high), we need to add soine circuitry
before the super-buffer. In this case, the simplest circuit used an inverter, 2 NOR gate and an inverting
super-buffer. “The circuit designs for the cells of the One-10-Two Converter are shown in Figure 4.14.
‘The layouts are shown in l-’.igurc 4.15. Like all of the previous moedules, the One-to-'I'wo Converter cells
are stacked w form the module, aligned so that the wires for the inveried Acknowledge signal runs

throughout the module.

The Two-to-One Converter circuitry is slightly more complicated. The implementation discussed
in Chapter 2 requires and N-input C-clement to gencrate the Acknowledge signal. If wish to make an

implementation that can be divided into cells like the modules we have designed up to this point, we have

Init

vdd T T T
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L
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Gngd 1
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Wire

Figure 4.t4a One-to-Two Converter input Cell
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to maodify the C-clement dcsigns we have already considered. An N-input cascading C-clement could be

desigued using a three input C-clement for cuch stage, but this approach will be very sfow. If expand a
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single C-clement, as we did for the three input C-clement, to N-inputs, as suggested by Scitz [4], we run
into other problems. We recall that the first stage of the C-clement contains a NAND-like structure,
which AND:s all of the input wires together. Our MOS logic rules require that the pull-up transistor for
this logic gate have a W/L. onc fourth the size of the effective W/L. of all of the pull-down transistors.
The pull-up transistor, then, has a length proportional to 2N (assuming minimum width). This is a
situation which is not acceptable for a generalized N-bit implementation, as the layout of the C-element
would have o change every time a different value of N was chosen. instead, we will incorporate the
functionality of the NAND-like part of the first logic gate of the C-clement into a separate NOR gate, like
we have in previous designs. We can still implement the NOR-like branch of the C-clement as part of the

first logic gate of the structure, since it duesn’t change the size of the pull-up transistor for different valucs



-78 -

of N.“The circuit then uses a NOR gitte for cach bit. ‘The NOR vutputs are NORed together over all the
bits, to give the logic value 10 replace the NANI-like structure in the first logic gate of the C-clement
(cffectively a AND)). The outputs of the bit-level NOR gates is inverted to give the OR of the input
variables, which are used to drive the NOR-like part of the first gate of the C-clement. The circuits of the
two cclls arc illustrated in Figure 4.16. The layout is partitioned by putting the bit-level NOR and the
inverter that follows it, along with the pull-downs for the N-bit NOR-gate and the first logic gatc of the
C-clement, in the bit ccll. The output cell contains the pull-up transistors for the C-clement and the N-bit
NOR gate, and the inverter assuciated with the feedback variable in the C-clement. The layouts for these
cells are shown in Figure 4.17, ‘The cells arc stacked so that the wires connccting the pull-downs in the bit

cells to the output cell circuitry flow throughout the module.

We can now consider the dual-rail implementations of the ANID and OR gates, which we will call
the AN moduie and the OR module. Unlike many of the modules we have presented so far, these
mudules will only be developed for two inputs, as N-bit AND and OR moduies arc not |;cquircd for the
packet router, nnd.if required can be constructed by cascuding the single-bit version. It is fairly clear that
N-bit implementations are possible, but is it is not clear how a structure could be generalized for an
arbitrary number of inputs, We recall from Chapter 2 that a 2 input AND module can implemented with

four C-clements, and a three input AND gate. The ZERO wire output is the output of a C-clement
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Figure 4.16a Two-to-One Converter Qutput Cell
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whose inputs are the ZERO wires of the two input variables, The other output is the AND of the three
C-clement outputs whose inpus are the other three possible combinations of the ONE and ZIERO wires
of the inputs (cach C-clement has one input from cach variable, sce Figure 2.17. ‘Ic three input AND

gatc can be implemented by using the feedback variable, which is the negative of the normal output, and
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a three input NOR gate. The layout of the AND module is fairly simple, as shown in Figure 4.18. ‘The
layout of the OR module is even casior. The dual rail approach allows inversion by exchanging the ONE
wire with the ZERO wire. The OR module can be achicved by using this property t invert the inputs
and the output.  Dual-rail NAND and NOR gates can be implemented by using the same property to

invert the outputs of the AND module and thc OR module,

The only remaining module to be considered is the MERGE module. If we cxamine the MERGE
module more closely, (sce Figure 2.19) we notice that parts of it have already been designed in the form
of other modules. We have alrcady implemented packet detectors in more than onc form. We have
implemented the Arbiter, IFinally, if we look at the four C-clcments, along with the OR gate at the data
output, we recognize a MUX module. ANl that remains is the various OR and AND gates around the
Arbiter. We recall that the Arbiter module has inverters preceding and [ollowing the actual Arbiter
circuit, which can be merged with the gates that we use to implement the two OR gates and the two AND
gates. The OR gates can be merged with the inverters at the input of the Arbiter module. so that only two

NOR gates arc required. Likewisc, at the output, the inverters can be merged with the ANID gates so that
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Figure on Next Page

Figure 4.18 AND Module Layout

only NOR gates are necessary. We will, however, have to add inverters for the other inputs to the AND
gate.  We can merge these inverters the output cells of the two packet detectors. We will lay out the
Arbiter circuit with the four NOR gates and call the layout a MERGE module, although two packet
detectors and a MUX module are required to complete the MERGE module (sce Figure 4.194). The
interconnection of the various modular components w form a MERGE can be performed by the system
designer, as any layout done here would be rather irrcgular in its shape, and the system designer may

better be able to fit the parts together in a more space-cconmmical form than could be done here. 'The
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MERGE module layout, as described above, is shown in Figure 4.19b.
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Now that the circuit designs and layouts for all of the modules have been presented. the propertics
of modules in their final forms can be summarized. The various dimensions of all the module layouts are
given in Table 4.1, Linecar dimensions are given in A, while are was caiculated in terms of square microns,
assuming A has the 1979 value of 2.5 microns. In Table 4.2, the power dissipation for cach module-and
sub-module is calculated, assuming all of the transistors are turned on, and that cvery turned-on transistor
has a resistance of 104 ohms/squarc. This approximation is an attempt to set an upper-bound for the
power limitation, as the exact value would depend on the logicat state of the circuit, and whether or not
the circuits are undergoing a transition at the time of measurement. Both of the assumptions made in this
approximation should tend (o over-estimate the power consumption, as the transistors are not always in

their resistive regions, and since there will rarcly be more than half of the fogic gates turned-on at one

time.
module cell W) L) arca(p?)
AND - 50 168 52500
Arbiter - 50 66 20625
Extendable REG bit 86 9% 48375
Extendabie REG ack 86 48 25800
MERGE - 62 9% 37200
MUX bit 53 86 28488
MUX ack 43 98 26338
One-to-Two Converter bit 34 47 ' 9988
One-to-'wo Converter out’ 4] 34 8713
Single-Bit REG - 59 104 38350
SINK bit 57 46 16388
SINK ack 57 45 16031
SWITCH bit 46 86 24725
SWITCH ack 48 -98 29400
Three-nput C-Llement - 36 51 11475
Two-Input C-Element - 27 45 7594
Two-0-One Converter bit 50 3 10313
Two-to-One Converter ack 62 38 14725

Table 4.1 Module Dimensions
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module cell Power Dissipation (mW)
AND - 3.29
Arbiter - 3.05
Extendable REG bit 2.62
Extendable REG ack 2.72
MERGE - 5.27
MUX bit 1.81
MUX ack 1.56
One-to-Two Converter bit L6l
One-to-Two Converter out ‘ 2.05
Single-Bit REG - 162
SINK © bit 111
SINK ack 2.22
SWII'CH bit 1.56
SWITCH ack 1.81
‘Three-Input C-Element - 69
Two-Input C-Element - 78
Two-to-One Converter bit 1.05
‘T'wo-to-One Converter  ack 1.42

Table 4.2 Module Power Dissipation

We have designed all of the modules NEcessary Lo construct a packet router, but have not C()visidcred
the timing constraints of the various modules, so that we cannot be entirely sure that a system built by
combining these modules will work as desired. A bricf analysis of the timing constraints in terms of a
simpie transient module for the MOS transistor will be presented here to help convinee the reader of the
practicality of the approaches taken in the design of the various modules, Furthermore, a test chip design
will be presented that will help to prove the viability of the module designs presented here. 1t is
suggested, through, that more securate computer transient analyses would help verify the module designs

even lurther.

An examination of the modirtes and they way they would be connected to form larger systems leads
one the conclude that the timing characteristics of four of the modules s critical to guarantecing a

properly functioning system. ‘The circuits that convert to and from dual-rail code, of course, are key
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clements, and must work properly for any dual-rail logic system to work properly. ‘The REG module is
also crucial, because it gencrates Acknowledge signals that will cventually remove the data from its own
inputs. If the REG module has not attained a stable state before the inputs are rcmovcd; the data
involved could be lost. Finally, the Arbiter, which is the heart of the packet router, must work properly to
prevent packets from being superimposed on cach other, We will atlempt to show that the modules
mentioned above will perform as desired, using a simple model for the MOSFI'Ts and some simpte'
reasoning.  We will assume, while considering cach moduie, that the rest of the system obeys the

dual-rail/ Acknowledge and Ready/ Acknowledge protocols presented in Chapter 2.

Our very simple first-order transient model for the MOSFET uses a simple RC time constant that is
often used to express the speed of a given MOS technology. The parameter, called tau, is the RC time
constant for a square transistor, treated as a resistor, charging another transistor with the same gate
capacitance. if we scale this parameter for different shaped transistors, we can cstimate the rise times and
fall times of any node. We remember that the effective resistance of a transistor is proportional (o the the

“inverse of the W/L ratio. We can use this model o consider the operation of our various modules when

connected together in a system.,

First, we can consider the modules that convert to and from our duat-rail code. The circuit to
convert from Ready/Acknowledge to dual-rail code is very simple. The One-to-Two Converter will fail
only if the Ready signal causes a packet to be sent before the data inputs have stabilized at the input of
the Converter. If we examine the design in more detail (Figure 4.14), we sce that the Ready signal passes
through a super-buffer that has t charge 2N minimum-sized gates. The delay inherent in achicving this
will guarantee that if the Ready signal occurs after the data inputs have settled, that no glitches will occur
in the vutput wires of the module. IFurthermore, when the Ready signal is generated in anather systeny

by a packet detector, there will be additional delay in between the data signals and the Ready signal.
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The Two-t0-One Converter can only fail if the C-clement in the output cell of the Converter (see
Figure 4.16 and Figure 4.17) fuils. The C-clement will fail if the inputs that put it in a particular state are
allowed to change before the transistor of the first stage of the C-clement associated with the state
variable is turned on. "This is close to impossible, becausc this transistor will be turning on (or off) at the
same time the output node is being turned on (or off). The added delay from the NOR structures, and
the associated C-clement will delay the acknowledge signal significantlyso that it will should stabilize
well after the C-clements stabilize. Furthermore, the Two-to-One Converter is gener:lly used at the
output of a system, the delay involved in sending the Ready signal (the output of tie Two-to-One

Converter) off-chip will also help preventany problems with the Two-t0-One Converter module.

The SINK module is very much like the T'wo-to-One Converter. ‘Ihe inputs must renain stable
until the C-clement have stabilized. The inputs will not change, however, until fairly long after the the
output of the C-clement has stabilized. As soon as the output of the C-clement has stabilized, however,
the feedback transistor of the C-clement will be be charged to the correct value that will keep the
C-element in its new state. The wire dclays involved are insignificant compared to the contribution of the
gale and parasilic capacitances inherent in the gates of the various transistors connected to the output
node of the C-clement. Furthermore, there must be some additional circuitry between the autpit of the

SINK module and its inputs, so the delay inherent in this circuitry will assure proper operation of the

SINK module,

The REG medule has two types of C-clements. The C-clement associated with the packet detector
should have no problem, for the same reasons as the SINK module, since the packet detector in a REG
modulc is & SINK module with the added delay of the other C-elements in the REG maodule between it
ind the previous stage. 'The other C-clements hold the data values in thc REG module and are, therefore,
critical o the operation of the REG module. ‘They can fail if the Acknowledge signal from the next stage

rcaches them before their state variables can stabilize. Much like the SINK Module, the transistor that



-88-

must be turned on is connected to the data outputs, and will be turned on at the same time as the
transistors associated with the next stage. The Acknowledge signal, then, would have to be gencrated
instantancously, because the state variable is stable as soon as the transistor is on. The REG module,
therefore, shoutd have no timing problems. This statement holds true for hoth implementations of the
REG module, although the multi-bit implementation would have more delay in the acknowledge loop
because of the capacitance in the packet detector, which includes the diffusion wires that join up all of the

hit cells.

Finally, we can examine the Arbiter. "The Arbiter must only acknowledge onc input. The threshold
clement is the critical part of the Arbiter, as it is designed to prevent the Arbiter from acknowledging
more than one input. If we examine the threshold clement, (sce Figure 3.7b) it can be scen that one
output of the cross-coupled NOR gates must cxceed the other by one MOS threshold to give an output.
Clearly, as long as the poly wircs connecting the outputs of the NOR gates to the threshold clement act
like perfect wires (one voltage everywhere) then one voltage cannot be greater than, and less than another
voltage by one MOS threshold, at the same time. The main assumption here is that, once the Arbiter has
a significant voltage dilference in its outputs, that it will remain in its states. 'This assumption requires a
low noise-level. Much cxpc'rimcmation will be required to determine if a particular implementation has a
low-cnough error rate for a particular application. For the purposc of this thesis, however, we will assumne
that the any such problems can be dealt with using methods that have been developed for making reliable

synchronizers in more conventional computing machinery,

Although we have argned that the modules have no timing problems, the design techniques used in
this thesis have no known precedent in MOS logic. It is desirable, thercfore, to test out the the modules
by having a test chip fabricated. 1t was determined that the REG module is the most important module,
sinee its timing has been determined to be of critical importance, and because it wonld he Lairly casy to

test. - After deciding Usat it was important to test the REG maoduie, it was necessary o determine the best
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way to test the REG maodule. 11 g FIFO consisting of a string of RIG modulces could pass a string of data
vitlties through at their maximum rate, then one could conclude that the REG modules on the rest chip
worked properly. Unfurtunately, it is impossible to enter a data string into a string of REG modules at
the maximum possible rate, because of the delay associated with sending the first Acknowledge signal
off-chip. By the time the Acknowledge signal had stabilized on the output pin of the chip, the byte that
gencrated the Acknowledge would be transmitted through the string unti? it reached a point where the
next stage already had a packet. A FIFO using REG modules on a chip would only allow the testing of
the static storage capabilities of the REG module. To test the dynamic capabilities, it is necessary to split
the FIFO at some point and AND the data valucs wi.lh some variable called Run, As long as the Run
variable was low, the REG modules before the AN gates could be filled, After the REG modules had
been filled, the Run variable could be raised, and the packcts would proceed through second half of the
FH-O at very close the maximom rate possible. "The accuracy of the rost would depend on the delay of

the circuits used 1o break the FIFO into halves,

It was decided that the test described above would accurately test the REG module. The FI FO was
made two bits wide, since the delay of the Acknowledge loop (the factor that cbulc! causc problems) is
smaller with fewer bits, A single bit implementation was rejected for two reasons, First, the multi-bit
RIG modules will never be used for single-bit variables, as a different REG module was designed for this
purposc. Second, a multi-bit variable was desired to test the Two-to-One and One-to-Two Converter
cireunts in a ineaningful fashion. It i suggesied that another test chip be designed for the single-bit

imiplementation of the RIG module, as the timing of this circuit is also quite important.

The layout of the FIFO test chip was fuirly straight-forward (sce Figure 420). The AND gate
required for the Run circuitry should be as fast as pussible. A super-buffer NOR circuit used for this
purpuse (sce Figure 4.21). The circuit is basically a non-inverting super-buffer, with a puil-down

transistor to disable the output with the Run signal is high. The pull-down transistor must be able to hoid



the output low even when the pull-up transistor of the supcr-buffer is on. Given Mead and Conway’s [6]
process parameters for the threshold voltages of the depletion and enhancement transistors, the puli-up of
a normal inverter is barely saturated when the output is low, so the drain current can be approximated as
ldsz(kfz)(vgs-v[h)z, or Idsz(kIZ)(Vm)z. If the input to the super-buffer is high, the pull-up will not
be saturated, and the drain current can be approximated as ]ds‘—'k(vgs'vthwdsz k(-Vm)Vds. We know
from the process parameters that -Vm :.SVdd. and the drain to source voltage should be about 8V dd o
prevent the next stage from turning on. For a normal inverter load lds=.32k(Vdd)2. while for our
turncd-on super-buffer load Ids=.64k(Vdd)2. The current is double that of the normal pull-up
transistor, so the pull-down transistor associated with the Run signal must be doubled in width to
compensate.  The circuit diagram and layout of the circuit used are shown in Figure 421. The
initialization feature of thc‘ REG module was also tested by sctting-up a sequence of data and spacer
states in the FIFO that can be read out sequentially from the FIFQ. The chip will be fabricated in June

of 1980,

We have developed all of the modules necessary to implement the packet router, We have tried to
show that they will work by simple reasoning, and by designing a test chip. Simulations of the modules
could be a better approach for determining how well the modules function. Assuming that testing shows

that the modules work properly, we can consider the layout of the packet router.

The full layout of the packet router is a matter of interconnecting a large number of modules
together. Furthermore, it may be desirable to add some pipelining (using REG modules) to cach two by
two router. Considerations of these areas are suggested for further research. A general block layout of
the various modules witl be sketched here just to show that it can be done on a reasonably small picce of

silicon.

Before we can do the layout, we must re-examine the blick diagram of the packet router. We recall

that the router is divided into two different parts, cach repeated twice. Figurce 2.21 and IF igure 2.22 show
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Figure 4.20 FIFO Test Chip Layout
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the CM and the OM, complete with Acknowledge wires included. In any large integrated circuit, the
arca required for interconnection between various parts of the system is a major part of the total chip

arcit. In an effort to minimize this excess arca, we will try to determine which parts of the packet router



-93-

arc likely to require large amounts of interconnect arca, It is casy to sce that the byte darta path, especially
the arca where the wires from the upper CM and the wires from the lower CM cross cach other. Since 18
wires {8 dual-rail bits and two signal wires) from cach CM must Cross, we can see that the interconnect
arca will be substantial, unless it is restricted to onc joint area in the middle of the chip. The additional
circuitry of the two CMs and OMs can be put above and below this, and the SWITCHes, the MUXs, the
conversion modules, and the input and output pads can be put on cither side of this arca. Even with this,
the interconnect arca will span the height of the SWITCH and MUX modulces. and its width will be 7A
for cach crossing wire (4A for contacts, and IX for metal-metal spacing). which yields A252A for 36
crossing wircs. A full Tayout of the lower half of a packet router based on the principles discussed above
is shown in Figure 4.22a. The modules that act as the control fogic in the CM and the OM are shown
separately in Figure 4.22bl and Figure 4.22c. As can be seen 3 packet router layout can casily be
accomplished in 800 by 3690X. In addition, F1FO buffering can be added to the input of the CM or the
output of the OM by using two REG modules per bit of storage. The buffering will contribute 172 per
bit_of storagc.  Assuming that A=2.5p, the basic packet router will be 2000p by 9225), with the width
increasing 430u per bit of storagc. A chip this size is certainly not excessively large using current process

technology.

It should be noted at this point, that onc important area of concern has not be touched. The size of
some of the structures used in the modules discussed throughout' this thesis makes any accurate
estimation of the performance of a backct router almost impossible, Computer simulation is the most,
and in most casc the only, accurate means of estimating circuit performance. Unfortunately, the adeguate
computer tools to give a reasonably good gucess at the performance of the router were not available at the
time this thesis work was done. Some computer simulations that were performed indicated that the basic
C-clement had a delay time of 6 nanoseconds (rising), or 13.5 nanoseconds (falling) with no foad on the
output. ‘The suggests that a byte could pass through the forward path of the router in 12 nanoseconds,

This approximation does not account for the loading of the outputs of the SWITCH and MUX modules,
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It does not account for the time required to generate the ready output signal, nor docs it

pad dcl

single byte might tic up the packet router for considerably longer than the time for the dats to pass

through the router.  ‘The simulation of the C-clement, then,

order-of-magnitude guess at the performance of the packet router,

ays. TFurthermore, the acknowledge signal could take considerably longer to generate, so that a

doces ittle more than give us an

account for the
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In this thesis. we have shown that a two by two packet router can be implemented on a reasonably

small picce of silicon. We have not been able to show that the performance of such an implementation

would be adequate for the intended application. This is a question that could be answered by further

rescarch in the area, or by implementation of the two by two router using the modules developed here,

The main accomplishment is that a set of general-purpose control modules have been developed, and

they can be used to implement a number of functions similtar to that of the packet router. The other main
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question of this thesis is closely related to the first, Dual-rail logic has been shown to be implementabie,
but not necessarily practical. This question will be answered in part when the test chip becomes available.
implementation of the packet router, however, would give much stronger evidence concerning

practicality, as it uscs all of the various modules developed here,

Perhaps the most important idea developed in this thesis is the approach taken to designing the
packet rouwter. Instcad of developing special-purpose modules to build the packet router from the
bottom-up, the modules were developed from well-understood generid-purpose dita-flow modules. If
the modules developed here arc'implemcnmblc and practical, designs can be developed directly from
data-flow descriptions. Modules could be interconnected using a wirc-routing algorithm, like that of
Preas and Gwyn [11]. Furthermore, the placement of the modules could also be donc automatically as
deseribed in Preas and VanCleemput [12]. This would greatly case the design cffort necessary to
implement an VLSI circuit. The user of such a sct of design tools would not need to understand anything
about the technology, or about the tools themscives. The user's data-flow description could be

implemented with no cffort on his part. ‘This ability is certainly an attractive one when one considers the

amount of time and cffort required to implement a VI S! circuit using contentporary design toals.

In sum. this thesis has been a moderate success. The goal of designing the moduies necessary to
implement a two by two packet router was achicved. Although they have not been tested to the extreme,
we have shown that they arc almost sure to work. Several arcas were further work would be uscful have
been pointed out. 1 is hoped that the modules do wrn out to be practical and valuable. Fven if they are
not practical. the experience gained from their design will be valuable, cither by helping to correct the
problems that make this particular approach impractical, or by giving the researchers some insight into

what sorts of approaches are practical when one attempts to implement a V1S logic circuit.
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