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Abstract:

We describe an MPI implementation for a cluster of SMPs interconnected by a
high-performance interconnect. Thiswork is a collaboration between a numerical
applications programmer and a cluster interconnect architect. The collaboration
started with the modest goal of satisfying the communication needs of a specific
numerical application, MITMatlab. However, by supporting the MPI standard
MPI-StarT readily extends support to a host of applications. MPI-StarT is derived
from MPICH by developing a custom implementation of the Channel Interface.
Some changesin MPICH’ s ADI and Protocol Layers are also necessary for correct
and optimal operation.

MPI-StarT relies on the host SMPs' shared memory mechanism for intra-SMP
communication. Inter-SMP communication is supported through StarT-X. The
StarT-X NIU alows acluster of PCl-equipped host platforms to communicate over
the Arctic Switch Fabric. Currently, StarT-X is utilized by a cluster of SUN E5000
SMPsaswell as acluster of Intel Pentium-I1 workstations. On a SUN E5000 with
StarT-X, aprocessor can send and receive a 64-byte message in less than 0.4 and 3.5
usec respectively and incur less than 5.6 usec user-to-user one-way latency.

StarT-X’ s remote memory-to-memory DMA mechanism can transfer large data
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blocks at 60 M Byte/sec between SUN E5000s.

This paper outlines our effort to preserve and deliver thislevel of communication
performance through MPI-StarT to user applications. We have studied the
requirements of MITMatlab and the capabilities of StarT-X and have formulated an
implementation strategy for the Channel Interface. In this paper, we discuss some
performance and correctness issues and their resolutionsin MPI-StarT. The
correctness issues range from the handling of arbitrarily large message sizesto
deadl ock-free support of nonblocking MPI operations. Performance optimizations
include a shared-memory-based transport mechanism for intra-SMP communication
and a broadcast mechanism that is aware of the performance difference between
intra-SM P and the slower inter-SM P communication.

We characterize the performance of MPI-StarT on a cluster of SUN E5000s. On
SUN E5000s, MPI processes within the same SMP can communicate at over 150
MBYyte/sec using shared memory. When communicating between SMPs over
StarT-X, MPI-StarT has a peak bandwidth of 56 MByte/sec. While fine-tuning of
MPI-StarT is ongoing, we demonstrate that MPI-StarT is effective in enabling the
speedup of MITMatlab on a cluster of SMPs by reporting on the performance of
some representative numerical operations.

Keywords:
MPI, MPICH, MITMatlab, StarT-X, performance, clustering, SMP

1. Introduction

Developing a scientific/numerical application is a daunting task that requires specialized
expertise in its respective field. Without an appropriate parallel programming
environment, the effort to parallelize such an application could become equally
demanding. Fortunately, MPI’ §9] simplifying high-level abstraction partially shelters
computational scientists from the nuisance of low-level execution and communication
management. MPI’ s standardized interface also allows users to recoup the one-time
programming efforts on avariety of platforms over several generations of hardware
improvements. However, whether these advantages ultimately materialize still largely
depends on whether an MPI implementation can meet the communication requirements
of the applications.

The performance of an MPI implementation is clearly bounded by the performance of the
underlying communication substrate. However, a high-performance substrate does not
automatically guarantee a high performance implementation. In this paper, we describe
our experience in developing MPI-StarT, an MPI implementation for a cluster of SMPs



interconnected by the StarT-X cluster interconnect. StarT-X allows a cluster of
PCl-equipped host platforms to communicate with an order-of-magnitude better
performance than a conventional local area network. MPI-StarT’ s implementation is
centered around preserving and delivering StarT-X’ s communication performance to user
applications. MPI-Star T represents a collaboration between a numerical applications
programmer and StarT-X’s architect. The collaboration started with the modest goal to
satisfy the communication needs of MITMatlab[5]. However, by supporting the MPI
standard, MPI-StarT has been successful in extending support to other MPI applications.

In the next section, we begin our discussion of MPI-StarT by presenting StarT-X, the
communication substrate. Section 3 presents an overview of MPI-StarT’s
implementation. Section 4 then highlights the specific correctness and performance issues
we had to resolve in MPI-StarT. Sections 5 and 6 report MPI-Star T’ s benchmarked
performance as well asits operational performance in MITMatlab. In Section 7, we
briefly survey the related work before concluding in Section 8.

2. Star T-X Mechanisms and Performance

The StarT-X cluster interconnect[4] supports user-level message passing over a cluster of
PCl-equipped host platforms. Salient features of the StarT-X cluster interconnect are:

® Three message-passing mechanisms
® Two message priorities
® Optionsfor FIFO or non-FIFO ordered message delivery

We present StarT-X’s PIO (Programmed 1/0) and RDMA (Remote Direct Memory
Access) operations, the two most relevant mechanisms in the implementation of
MPI-StarT. For fine-grained message-passing applications, StarT-X provides a user-level
PIO interface optimized to reduce user-to-user latency. The PIO mode implements a
simple FIFO-based network abstraction similar to the CM-5's data network interface[11].
The user communicates by exchanging messages which each contain two 32-bit header
words followed by a variable size payload of between 2 and 22 32-bit words. StarT-X
provides two pairs of transmit and receive queues to handle high and low-priority
messages separately. High priority message traffic can block the progress of low-priority
messages, but not vice versa. Table 1 summarizes the PO message passing performance
between two SUN E5000s. Rows (@) and (b) report the default performance when
sending and receiving 16-byte and 64-byte messages using 8-byte loads and stores.
However, row (c) shows that a 64-byte message can be transferred at nearly the same cost
as a 16-byte message if the UltraSPARC’ s |dda and stda instructions (64-byte loads and
stores) are used for burst PIO operations.



PIO Message Send Send Receive Receive | Round
Instructions Size Overhead | Bandwidth | Overhead | Bandwidth | Trip
Latency
unit (usec) (MByte/sec) (usec) (MByte/sec) | (usec)
€) |dd/std 16 0.6 26.6 3.0 53 55
(b) |dd/std 64 14 45.7 11.3 5.7 14.6
(© |dda/stda 64 04 160 35 18.3 5.6

Table 1. Performance Characteristics of PIO Message Passing: (a) 16-byte M essages
(b) 64-byte M essages (c) 64-byte M essages using stda/ldda

In StarT-X, RDMA provides maximum bandwidth for large block transfersin
coarse-grained applications. The StarT-X hardware packetizes and transfers large
memory blocks between two hosts without the CPU’ s assistance. The raw transfer rate
between two SUN E5000 SM Ps approaches 60 M Byte/sec for data blocks larger than 16
KByte. However, three caveats affect the actual performance. First, the source and
destination memory region for RDMA have to be specialy allocated from afinite region
of pinned physical memory managed by StarT-X’s device driver. Copying is required
when the desired transfer does not start from or end in a pre-allocated RDMA buffer or if
the transfer size is larger the maximum RDMA buffer size. Secondly, the RDMA
mechanism is connection-based where the sender must use PIO message passing to
arrange for exclusive right to transfer to areceiver. Lastly, RDMA operations conflict
with high-priority PIO-mode message passing. As we describe below, these features of
the interface significantly affect our design of MPI-StarT.

3. MPI-StarT Overview

For our MPI implementation, we decided to use the Channel Interface to MPICH[2]. Our
decision was primarily influenced by the fact that, with the Channel Interface and
MPICH, it is possible to build a complete, portable version of MPI by implementing only
afew low-level messaging primitives. Table 2 shows a simplified view of the
organization of MPICH. The Channel Interface is only responsible for sending and
receiving arrays of bytes. The ADI and Protocol Layers are charged with translating

MPI’ s operations into these basic functions. In addition to providing an implementation
of the Channel Interface, we also made some changes to the ADI and Protocol Layers
(discussed in Section 4) to ensure correct and efficient operation.



User Calls (e.g. MPI_Send)
ADI

Protocol Layer

Channel Interface

Table2: MPICH Organization

The Channel Interface makes a distinction between short and long messages. For short
messages (called Control Messages), we used PIO messages, while RDMA transfers
were employed for long messages. This was motivated entirely by the fact that StarT-X's
PIO mode incurs less overhead and consequently is faster than RDMA for short message
sizes. Currently, we cross over to RDMA for messages larger than 1 KByte.

Because our primary target platforms all consisted of SMPs, we included a shared
memory transfer facility in the Channel layer for MPI processes that run on the same
SMP. Thisisimportant for performance as using the network to send messages locally
not only wastes a precious resource, but is considerably slower. MPI-Star T’ sinter and
intra-SM P bandwidth between two processes differ by over factor of two. The difference
is further magnified when inter-SMP StarT-X bandwidth must be shared by multiple
simultaneous transfers. To support SMPs, we aso incorporated |ocking mechanisms that
ensure exclusive access to the StarT-X NIU when multiple processes are running on an
SMP.

4. MPI-Star T Implementation | ssues

Because RDMA transfers can only take place from special system buffers, one
memory-to-memory copy is needed for each operation (both send and receive). In our
Implementation, we overlap copying to/from the system buffers with the RDMA
operation so we can hide much of the copying overhead between user and system space.
Any additional copieswould only hurt performance, most notably on systems with lower
main memory bandwidths.

When using StarT-X’s RDMA mode, the processes at both ends of the transfer have to
synchronize. In addition, if a process commitsto an RDMA receive, its processor is
utilized (with copying to user space) until the entire message is received and the RDMA
cannot be used for receiving another message. This leads to potential deadlocks,
particularly with MPI programs that use nonblocking operations. This was solved by
using the Rendezvous Protocol (one of many provided implementations of the Protocol
Layer) and modifying it slightly with smple tie-breaking rules that enable pairs of



processes to exchange messages. With the Rendezvous Protocol control messages are
exchanged before the large transfer is attempted and so both sender and receiver can
synchronize. In addition, the Channel Interface receive is aways called with a user space
receive buffer, which removes the need for buffering large messagesin the
implementation.

It was also necessary to include support for sending and receiving arbitrarily large
messages. With a 16-MByte system buffer for RDMA messages, we need to divide a
large transfer into a series of 16-MByte transfers. Again the use of the Rendezvous
Protocol removed the need for extra buffers and copying.

Many applications, (MITMatlab, in particular), make extensive use of collective
operations (such as MPI_Bcast). In the current version of MPICH, when MPI_Bcast is
called, abroadcast tree is generated assuming the bandwidths between all pairs of nodes
areidentical. With our hardware, it is better to minimize the number of times the network
is used. We therefore implemented a two-stage broadcast where the datais first sent out
to each SMP and then distributed within the SMPs. Thisresulted in alarge improvement
in broadcast’ s performance. This optimization can benefit the other collective operations
aswell. With the proliferation of SMP clusters we believe multi-protocol MPI
implementations will be the norm. To address thisissue in general, it would be useful if
the higher level MPI operations (broadcast, for example) could dynamically create these
data distribution trees based on knowledge of the relative performance of the
point-to-point links.

Another issue that is tied to the multi-protocol nature of MPI-StarT is the choice of
crossover size from control to large messages. For network messages, we switch over
from PIO to RDMA at 1 Kbyte. However this crossover point is not optimal for the two
shared memory protocols that we use. We therefore changed the Channel layer dlightly to
allow for different crossovers based on the locations of the communicating processes.

5. MPI-Star T Performance

We have characterized the performance of MPI-StarT on a cluster of SUN E5000
8-processor SMPs. Our benchmark measures the time to ping-pong S-bytes of data 100
times between two MPI processes. Graphs (@) and (b) in Figure 1 plot the observed
bandwidth. Graph (a) shows the intrasSMP MPI bandwidth over the shared memory bus
of an otherwise unloaded SUN E5000. Graph (b) reports the MPI bandwidth between two
SUN E5000s. In both inter and intra-SMP communication, MPI-StarT approaches the
peak hardware performance for large transfers. For small messages we have a latency of
18 microseconds for shared memory messages and 32 microseconds for network
messages. Table 3 shows the improvement in broadcast performance due to our



optimization. It measures the total time for around of 1 MByte broadcasts (every process
broadcasts a 1 MByte message in turn).
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Figure1: MPI-Star T Bandwidth (a) within an SMP (b) between SM Ps



Broadcast Round Time

(sec)

Optimized | Original
0.148 0.147
0.466 0.781
1.158 2.420
3.501 6.934

Table 3: MPI-Star T Broadcast Performance (" P=1+1" meansatotal of 2 processors
on 2 machines)

6. Operational Performancein MITMatlab

In order to fully test the performance gains from using MPI-StartT, we profiled a sample
operation in anumerical application. MITMatlab[5] is a system that enables users to
transparently work on large data sets within Matlab[8]. Figure 2 is a screen capture of an
interactive MITMatlab session. MITMatlab is based on the Parallel Problems Server, a
stand-alone program that provides a mechanism for running distributed-memory
algorithms on large data sets. MITMatlab provides an easy way for Matlab usersto
interact with this external server.



= a=randn(512,512%p); a2=ones(512%p,512); —____PigureHs, |
m=sprand(10000,1000%p,0.01); S
>> whose ) «ndees
Your variables are: i :’*‘é..j':if‘,_
Name Size Bytes Class j ;:ﬁ‘}*%fi_gj*;t
a 512 x512p 1048576  ddense array » “‘J;‘r SRR
a2 512px 512 1048576  ddense array | == ;'*':*_,“%Ni?z“
m 10000 x1000p 810176  dsparse array T
Grand total is 624560 elements using 2907328 bytes RN
>> b=inv(a); e=a®b; e(1:3,1:3) '
ans = h
1.0000 0.0000 -0.0000
-0.0000 1.0000 0.0000
0.0000 -0.0000 1.0000

== e=eig(a);plot(e,”™ " );axas([-30 30 -30 30]);axis("square”)
= [u,8,v]=svds(m,5);s”
ans =
T7153 7.7342 77447 T.7831 16.9842
=>> id=eye(1000*p);x= cumsum (id,1);y=cumsum (x,1);
>> imagese(y+y’)

Figure 2: A Screen Captureof MITMatlab

A typical computation might involve sparse matrices with over 40 million nonzero
elements. Therefore, with the exception of server protocol messages, we expect many
large transfers. To empirically verify this, we profiled a sample server operation to see
the distribution of messages generated. The profiled operation is a common parallel
matrix multiplication algorithm. The communication profile of a 1IKx1K matrix multiply
on 8 processors split between 2 machinesis shown in Figure 3. Pie charts (a) and (c)
report the distribution of MPI broadcast and Channel Interface invocations by message
size, Pie charts (b) and (d) show the distribution when weighted by the message size.
Although, graphs (a) and (c) indicate the bulk of the invocations involves short messages,
graphs (b) and (d) show that, in terms of bytes, the lion’s share of the network utilization
(and hence time) comes from large messages. We can thus conclude that it isimportant to
have good performance on large transfers for such coarse-grained operations (one of the
strengths of our implementation).



{a) Classification of MP| broadcasts by message size

{b) Classifiction of bytes broadcast by message size
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{c) Classification of channel invocations by message size
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Figure 3: MPI Messages Profiled by M essage Size

While we are continuing to improve our implementation, we see that MPI-StarT is
effective in supporting MITMatlab on a cluster of SMPs. Table 4 summarizes the
wall-clock time for matrix multiplication of N x N column-distributed matrices of
single-precision floating-point numbers using two to twenty-four processors of a SUN
ES5000 SMP cluster. When testing on fewer than eight processors, we measure the
performance both when the processors are on the same SMP and when the processors are



divided between two SMPs. Before modifying the MPICH’ s broadcast implementation,
our initial performance when using more than one SMP was dismal. However, by
modifying the broadcast operation to manage the different inter and intraaSMP
bandwidths, the current implementation is capable of speeding up the execution of
MITMatlab on configurations of up to 24 processors over three SMPs. A similar level of
performance and scalability cannot be reached on the same cluster using SUN’s MPI
library that supports communication over 100 Mbit Ethernet.

Matrix Size

Table4: Wall-clock Timefor N x N Matrix Multiplication on P Processors. ("P =8
+ 8+ 8" meansatotal of 24 processorson 3 SMPs.

Matrix multiplication is not the only operation that demonstrates speedups with
MPI-StarT. Table 5 shows the performance of the sparse singular value decomposition
routine in MITMatlab (taken from PARPACK [7]) on a SUN E5000 cluster. They show
that MPI-StarT keeps up with SUN’s MPI (using shared memory) no matter where the
processes are placed.



MPI-StarT SVD Performance

P Time (sec)
1+1 297.6
2 295.3
2 (SUN) 297.7
2+2 173.9
4 171.8
4 (SUN) 167.9
4+4 125.0
8 129.2
8 (SUN) 128.9

Table5: SVD Performance on P processors. Thesetests found thefirst 5 singular
tripletsof arandom 10K x 10K sparse matrix with approximately 1 million nonzero
elements. The (SUN) numbersused SUN'sMPI.

7. Related Work

Vendor-supplied MPI libraries are available on nearly all commercia paralel platforms.
Great efforts go into tuning these libraries for the best possible performance on a specific
architecture. On the other hand, numerous other MPI packages solely rely on TCP or
UDP to support clustering of stand-alone platforms over a standard local area network.
These implementations are highly portable, but are hindered by the performance of the
local area network and the large software overhead in the protocol and the operating
system. MPI-FM[6], MPI-BIP [10] , and MPI-StarT all overcome this hurdle by
augmenting a cluster with a higher performance user-level communication substrate.
MPI-FM is based on Myrinet[1] and has reported a maximum bandwidth of 70
MByte/sec (for 64 Kbyte messages but 38 MB/sec for 1M byte messages) and a minimum
latency of 17 microseconds on a cluster of x86 PCs. MPI-BIP is also based on Myrinet
and achieves a maximum bandwidth of 113 MB/s and minimum latency of 9
microseconds between two Pentium Pro workstations but is not multi-protocol.

8. Summary

This paper focused on the issues in implementing a high-performance MPI layer. We
based our implementation on MPICH by developing a custom Channel Interface for



StarT-X and by modifying a small portion of MPICH’s Protocol and ADI Layers. We
have observed encouraging results in employing MPI-StarT to support MITMatlab on a
cluster of SUN E5000 SMPswith StarT-X. Our current implementation can make the full
bandwidth of the hardware available to user applications, but we are still working on
several optimizations to improve the latency of small messages. We intend to use faster
locking primitives and fewer network messages to reduce the overhead. We are dso
collaborating with the authors of MITgecmUV|[3], aglobal climate model, to bring up
their smulation code on a StarT-X cluster of Intel Pll personal computers.
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