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Forward Acting n x m Arbiter

An n-resource m-uger arbiter performs the coordination necessary for

m-users to share resources from a pool consgisting of n units of resource.

The basic task of the n x m arbiter 13 to act on the request of a user and

to decide which resource unit should be allocated to the user. When a re-
source unit is not available immediately the user must wait until one becomes
free. The arbiter presented here is completely asynchronous and performs
actions in parallel, The arbiter consists of asynchronous modules connected
together to perform the needed coordination (aynchronization), The arbiter is
an example of a distributed asynchronous modular system.

This n x m arbiter is considerably simpler in structure, operation and de-
tail than a previously reported n x m arbiter [Ll]. The scheme employed in the
arbiter reported here is different from the earlier arbiter in fundamental ways.
The major improvement in this arbiter is that unlike the previous arbiter there
is no repetition of action involved. That is, the arbiter does not retract any
steps ~- all ateps (without any exception) advance a request closer to being
granted. Because this arbiter always steps forward, it is called a forward
acting arbiter,

._ Both the scheme and the circuits for the forward acting arbiter are pre-
sented in this paper. The abstract specifications of the modules of the arbiter
are expressed as P-nets., The circuits for the modules are also presented,

These circuits use elementary arhiters in addition to AND, OR. and NOT gates. An
elementary arbiter is the basic circuit element which resolves conflicts between
concurrent requests. In the circuits inside a module, the gates and the ele-
mentary arbiter are assumed fo act within a known length of time., The operation
of the n x m arbiter is insensitive to variation in propagation delays of sig-
nals between modules. The n x m arbiter, viewed as interconnection of modules,

is a speed independent structure.

The work herein was supported in part by the Advanced Research Projects Agency,
Department of Defense, under the Office of Naval Research Contract
Nonr NOOOl4-70-A-0362-0001.



Operation and Structure of n x m Arbiter

An 0 x m arbiter has n input links, one for each user (Flgure 1), It
also has n x m output links, The output link 8;; corresponds to allocation
of regource i to user j. A user sends a ready signal to the n x m arbiter on
link Ij to request allocation of a4 rescurce unit. When a resource unit is
allocated to the user, the arbiter sends a ready signal on the appropriate
output link. This ready signal then performs the action that i8 necessary
to utilize the resource. When the use of the resource is completed, an acknow-
ledge signal is sent in reply to the ready signal, Upon receiving the acknow~
ledge signal, the arbiter knows that the resource ig free and may allocate it
to other waiting users. After the arbiter has recorded this informatien, an
acknowledge aignal 1s returned to the user to acknowledge completion of the task.

A 2 x 3 arbiter and ita use in sharing 2 functional units by 3 users is
shown in Figures 1 and 2. The operation of a forward acting n x m arbiter is
explained with the aid of these figures. All linka used in Figure 1 are two-
wire links, one wire carries signal in the direction of the link and the other
In the directfon opposite that of the link. The n x m arbiter has an arbiter
for each unit of rescurce and an arbiter for each user of the regsources. The
arbiters associated with resource units are called resource arbicers and those
associated with users are called user arbiters. 1In Figure 1, Al and Az are re-
source arbiters and Bl’ BZ and 33 are user arbiters. Basically, the resource
arbiters prevent more than one user from getting accegs tc a resource unit and
the user arbiter is there to chaose a particular resource unit to meet a user
request if more than one reaource unit is available for use.

The actions in the n x m arbiter teke place in parallel. The signal rep-
resenting a request from 2 user is broadcast to all resource arbiters by the
W{wye) module. The resource arbiter associated with resources which are free
allow these signals to pass through them. This action represents an offer of
gervice by these resources to the user and as this offer iz made, the rescurces
are rendered engaged. It is the task of the resource arbiter to ensure that a
resource unit is engaged to at most one user. The signals representing offers
of service by the resources :ravel.to the vaer arbiter associeted with that user.
The user arbiter then accepts one offer and turns down other offers by sending

termination signals to all resource arbiters except the one whose offer was
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accepted. Tf for some reason a resource arbiter has not yet made an offer to

& user and the termination signal from that user is received, the reszource
arbiter promptly allows the request signal from the uger to go through it

which is like making an offer regardless of whether the resource was available,
To the extent that the resource may not be available, this offer may be fake,

but the resource arbiter can play this game because having received the termina-
tion signal from the user he knows full that the offer will not be accepted and
therefore he has nothing to lose in making that offer. Thus, soon after the
termination signalg are sent, signals frem all the remaining resource arbiters
are received at the uder arbiter. Upon receiving all of these signals, the

user arbiters sends out the signal from the resource arbiter whose offer of
service was accepted; the other signals are not sent out. They are terminated.
Thug when user j gets service from resource i, the output link sij of the n x m
arbiter gets a signal. This signal, called a gervice signal, initiates the action
that is necessary to put the resource Lo the service of the user. In the specific
uge of n x m arbiter in Figures 1 and 2, the ready signal on link Sij first moves
ihput operands aj, bj to the operator i, applies the operator and then makes the
result r:j available to the user. This task is performed with the control cir-
cults shown in Figure 1 and the switching matrix shown in Figure 2. In the con-
trol circuit S isg a sequence module and W is a wye module. The § module se-
quences action and the W module performs actions in parallel [2]. When the ac-

tion is completed, a completion signal is returned on link S,, to indicate that

the use of the rescurce is completed. Upon recefving this siénal the user
arbiter sends a termination signal to the resource arbiter associated with the
resource. The resource arbiter becomes free sand an acknowledge signal is sent
to the W module associated with the user. The W module then returns acknowledge
signal to user ro indicate the completion of the task.



Specification of the Resource and User Arbiters

Now we will provide a formal specification for the reaource and user
arbiters used in n x m arbiter, The signals involved in the operatiom of
n x m arhiter are i{dentified by names shown in Figure 3, This figure also
shows the wires constituting the Iinks and the way the modules are connected.
The wires are named according to the function of the signals they carry.
A ready signal from the user hecomes a request to the rtesource arbiter, then
it becomes an offer of reaource and finally it becomes a signal indicating
service by the resource. The end of service is indicated by a completion
signal received at the user arbiter, This becomes a termination signal which
in turn becomes an acknowledge aignal, The cperation of resource arbitersg
and user arbiters is expressed in terms of these signals in the diagrams shown
in Flgures 4 and 5. These diagrama are abstract neta called P-nets which are
used to specify when different signals are to be sent cut, P-nets represent
a language for specification of interdependence among signals of an asynchron-
ous aystem [3]. This language is derived from the Petri nets of Holt [4].
P-nets can be thought of as a game in which players advance tokens. There
are some nodes in the net called places, drawn as circles, which may have tokens
from the beginning and inte which tokens can be placed in the course of the
game. The other nodes of the net have names of signals associated with them.
To get past theszse nodes it is necessary to bring one token from each incident
arc. In addition if the signal written at the node ia an input signal it is
necessary to have received that input. In the act of going through a node, the
signal written at the node is absorbed if it 1s an input node or if the signal
written at the node is an output gignal, the gignal is sent out. A null gignel
may be associated with a node. A null signal is always available, In coming
cout of a node one token becomes available on each arc emergent from the node,
A configuration df special intereat is one in which arcs are drawn to several
dignala from a common plaece. In this.case the player is allowed on}y one of
the several alternative moves because any cone move removes the token from the
place and thereby rules out the other moves. If several moves are possible,
this situation calls for resolution of conflict, i.e,, it calls for arbitration.
The other moves would not be ruled out by the move if the place has more than

one token but this situation does not arise in our use of P-nets. If a ncde
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does not have any input arcs the node is ready to be played as soon as the
signal becomes available. A player is required to promptly proceed with any
moves that are possible, That is, a player may rest only if no moves are
possible. 1In such a case, he waits Ffor signals which will make moves pos-
sible. The P-net for a resource arbiter igs shown in Figure 4. As soon ag

request T,, arrives a token is placed in place pij' Now 1f the resource ig

availablefjsignal Oij (offer of resource) 1s sent out. Otherwlse no action
takes place until tij is received. 1If the path on the right is allowed

(i.e., offer of resource is made), the place representing the resource becomes
empty. This means that the resource becomes engaged and ig not available to
the other users. The resgurce is freed when tij is received. The path on the
left ig followed when termination signal tij is received before the resource
becomes available to this user. In this case gignal Oij is sent out after tij
is received, and then acknowledge signal aij is sent out.

| The P-net for the user arbiter is shown in Figure 5. Input signal Gij
represents the offer of resource i. The first such offer (one of such offers
1f several are received at about the game time}, say oij’ removes the token at
if° At the same time

tokgns are sent down to input places of tarmination signals asgociated with

P by firing of the null event assoclated with resource o

other resources, Thus the termination signals are sent out. After the
termination signals are sent out, we are aggured that Ojk signals will be re-

ceived from all other resocurces if they are not received already. When this

happens, signal sij is sent out to indicate that resource i will service user 1,

When completion signal cij is received, tokens are placed in rlaces p and qy-
Then the termination signal l:i is sent out, This completes the action of the

user arbiter,
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Circuits

The cireuits for n x m arbiters presented here employ Muller's signalling
convention in that all signals areprepresented by 0 to 1L transitfona [3].
Therefore, after a circuit is used, it is necessary to reset all levels in
the circuit to zero before uding the circuits once again. This signalling
convention is different from the signalling convention used by Clark [6] and
Patil [2] in which all transitions whether from 0 to 1 or from 1 to O rep-
resent signalas. Muller's signalling convention is used in n X m arbiter be-
cause 1t seems to be more suited to the problem and provides simpler circuits.
It should be noted that a ready-acknowledgze link operating in one convention
can be easily transformed into a link operating in the other convention by
use of the modules shown in Figure 9.

The ¢circuit for a regource arbiter fs shown in Figure 6. This circuit
uses an m-input arbiter whose implementation in terms of elementary arbiters
will be shown later. The m-input arbiter has m input-ocutput paira. Arbitration
starts when one or more of input wires go high. One of the signals reaches the
output wire and the other signals are blocked by the arbiter. If at any time
the level of the input wire goes dowm to 0, the arbiter is freed if it was
engaged to thatinput and the level of the output wire associated with this input
is ‘forced to come down to O.

The remaining circuit assccited with the link providea an alternate path

for rij to get to o, when terminaticnsigﬁaitij goea high., Essentially this

1 ]
ia 1 the logical connection by-passes the

i3

circuilt performs mulkbiplexing of wire r j; when ti is 0 the logical connection

goes through the arbiter and then tij
arbiter.

The circuit for the user arbiter is slightly more complicated. It also
has a multi-input arbiter in it, But in this case an engaged signal ig brought
out of the arbiter and alao a block input is provided. The block input is turned
on after the arbiter is engaged to some input, and the effect of the block sig-
nal is to keep the arbiter engaged to that link even when level in that link
goes to 0. The block input ensures' correct operation of the user arbiter in
the resetting phase of operation. To explain the operation of the circuit we
wlll trace the operation of the circuit from the initial condition, Initially
's and 5,,'s are 0 and the t-bus and block bus are

ijls’ cij's, tij 13

algso at level 0. Now, asuppose signal °ij is received. This means that level

levels of o
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of oij goes high. The arbiter i3 engaged by uij and the corresponding output
Link of the multi-input arbiter goes high, This brings the level at point
iij ko 0 -- the value of O at iij is an inhibit signal to prevent the expected

change in value of t-bus from reaching t Some time after the inhibit

signal has taken effect, the engaged sigiil reaches the t£-bus and the t-bus
goes high. The effect of this ia to send level 1 on all termination wires
except tij' With this action we are assured that all ij wires will receive
gignals -- their level will go to 1. The block input to the multi-input
arbiter may be ignored at this time because it plays an important role only
in the resetting of levels. When all oij's become 1, the ready bus becomes 1

Lj
with the Dij wire now becomes 1. After service is performed, cij becomes 1,

and the gates in the path of sij are opened. The service wire s, . associated

ij

level of 1 on ¢,, travels to point iij and tij goes to 1. This completes the
dignalling performed by the user arbiter. Resetting of levela to initial con-

dition so that the user arbiter may be used once again ia explained below.
In the resetting phase when all okj become zero, the lock signal becomes
0, the arbiter is freed and the engaged signal becomes 0. At the same time Iy

]

becomes 0 and subsequently cij becomes 0. Finally t-bus becomes O and all tkj

wires reset to 0.

Multi-Input Arbiters from Elementary Arbiters

There are many ways in which multi-input arbiters can be implemented
(Plummer [7]). Below we present a modular structure for obtaining multi-input
arbiters from elementary arbiters (Figure 10). This structure, in its basic
mode of operation, is similar to the one employed in construction of multi-input
arbiters in the previously repanmtedn x m arbiter. The T module and the elementary
arbiter (EA) module are separately shown in Figures 1la and 11b, Under normal
operation the T module behaves in a manner that makes wires 1 and 1', and wires
2 and 2' loock as if they were comnected together. The only difference is that
the T module has memory in it; if wire 1 goes low after being high sufficiently
long to permit wire 1' to become high, wire 1' remaing high until wire 27 be-

comes high.
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The operation ¢of the elementary arbiter is explained next. Wires
1 and 2 may become high concurrently. When any one of these wires becomes
high the elementary arbiter gets engaged to it; in the event the wires become
high simultanecusly, the elementary arbiter makes an arbitrary choice. Wire
3 then goes high. Subsequent to this wire 3' goes high and then either wire
1' or wire 2' goes high depending on whether the elementary arbiter is en-
gaged to wire 1 or wire 2 (say wire 1' goes high).

In the resetting phase of operation, wire 1l goes low (remember that the
elementary arbiter was engaged to wire 1 and wire 1' had become high). Then
wire 3 goes low and later wire 3' goes low. Finally wire 1' goes low and the
elementary arbiter 1s free to be engaged by the other input if it is waiting.

A perfect Implementation of the elementary arbiter requires a solution to
the synchronization problem., Practical circuits for it can be constructed by
eeveral methods including one presented by Plummer [7].

Conclusion

The n x m arbiter has come a long way since the first implementation sug-
gested by author several years ago. The n x m arbiter is now simple enocugh and

could be of practical use.
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