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PART I1IT CONCURRENT SYSTEMS

Concurremcy, or interacting parallel activity, arises in systems when
there are independent but interacting parts in the system, The study of con-
currency is important because it manifests itself in both hardware and soft-
ware systems, especially when different parts of the system must coordinate
some activity or communicate with each other. We have studied concurrency by
studying the problems of description and realization of modular systems {35,
47) and arbiters [45,48], and by studying properties of Petri nets, We have
found transformations of Petri nets into asynchronous circuir realizations [46],
transformations that preserve Petri net behavior (4], and means for analyzing
throughput of asynchronous systems [50]. We have studied the requirements for
pregerving liveness under interconnection of system'parts and have shown that
miny open decision problems concerning liveness and reachabilfty are reducible
to one another [23), Our reducibility results put us in excellent position to
attack the main open problem of liveness and reachability for Petri nets and
Vector Addition S§stems, which ia whether liveness and reachability are decidable
properties of gystems, Solving these problems for either the Vector Addition
System or Petri nets will be enough because we have shown thet these two systems
are reducible to each other [23]. Besides pursuing decidability questions of
Petri nets we would like to find behavior preserving transformations on nets
that eliminate non-promptneas and we would like to complete the theory of
persistent Petri nets.

There had alwavs been a question about how the basic arbiter in an asynchronp-
ous system can be physically realized, We have found 1nteresting structures
for arbiters which are of both theoretical and practical interest. This haas

led us to some interesting questions concerning realizability and responge time



92 -

of digitel systems, which we propaose to study alomg with the study of Petri

nets."

A. PETRI NETS

r——— e

In the formsl representation and analysis of concurrént'systems the_Petri
nets of Holt [24, 25, 49] have been very useful. Problems of livenese and
deadlock {13, 21, 25], description and realization of digital systems [14, 35,
40, 42, 47, 52], flow of control and semaphores {32, 41, 44], throughput of
computation [50], equivalence and canonical forms for control {4, B, 27] amd
vector addition systems [23, 28, 29, 31] have found prec%ae representation in
Petri nets, and the amalysis of Petri nets and their subclacses has provided
useful results and deep Iinsight into these problems. Other related graph
representations of concurrent systems have also been studied specifically with
regard to proper termination of computation [2, 3, 20, 26, 28].

The usefulnéss of Petri nets in the study of concurrent systems comes from
their eimple atructure which permits analytic treatment and yet allows precige
representation of the pertinent agpects of the gystems., The graphical form of
Petri nets contributes immensely towards providing an intuitive percaption of

the problem,

Al, DECIDABILITY QUESTIONS FOR PETRT NETS

Tver since M, Rabin's proof showing that the question whether the reachebility
set of one Vector Addifion System is a subset of another Vector Addition System
1s undecidable, there has been an intersst in othgr decidability questions about
Vector Addition Systems and fetri nets.

R. Keller has pointed out that Petri nets without self-loops correspond to
Vector Addition Systems whose Period Vectors have coordinates restricted to the

set (-1, 0, +1), whereas a form of Petri nets generalired to permit multiple-
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arcs between places and transitions inétead-of just siﬁgle arcs can be uged

as a graphical representation for his Vector Replacement System [31]. wWhat

we have shown is that there ig a complete isomorphism between generalized

Petri nets and ordinary Petri nets, and thus any question about Vector Addition
Systems or Vector Replacement Systems cam be translated into an equivalent
question about either ordinary or generalized Petri rets [23].

. In Petri net terms, Rabin's unsolvable problem becomes: Given two Petri
nets with the same number of places, is the Marking Class of one a subset of
the Marking Class of the other?

Using Petri met constructions, we have been able to present a simplified
version of Rabin'slproof. This proof, which is presented in tHe accompanying
Attachment C is representative of our methodology.

Some open decidability questions about Petri netes, and fherefore about

Vector Addition Systems, are the following.

RP - Reachability Problem: Is =z particular marking reachable by a net?
LP - Liveness Problem: Is a given Petri net live?
EM - Equality of Marking: Do two nets have equal marking classes?

CM

1

Common Marking Problem: Is the intersection of the marking classes of
two nets mon-empty?

We have shown that the reachability problem 1s reducible to the liveness
problem, and we believe the converse i1s also true. Ag Steps towurd proving
the latter conjecture, we have shown that the reachability problem, the Zero
Reachability Problem (ZRP-reachability of zero marking), and the Sub-reach-
ability Problem (SRP~reachability of a submarking) are all reducible to each
other, and that the liveness problem and the sub-liveness problem (SLP-livenesg
of a given transitiun in a Petri net) are reducible to each other. The remain-

ing step to be completed 1s showing that some form of the liveness problem is
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reducible to a reachability question, thus making &ll of these decision
problems reducible to each other.
We propose to find answers to the decidability questioﬁs by:
» Developing Petri net constructions that permit ua to relate the various
problems to each other and establish whatever recursive reducibilities

exist among these problems.

= We kngw some properties which if true for Petri nets will make the
Reachability and Liveness problems undecidable amd {if some cther
properties hold we know these problems will be decidable. We propose
to investigate these properties further in hope of answering whether
the Reachability Problem, Liveness Problém, Equality of Marking Problem

and the Common Marking Problem are decidable.

A2, PROMPT NETS

If we identify certain transitioms of 8 Petri net as input/output transitions
and other transitions as internal trangitions, then the net is gaid to be brompt
if there can be at most ; bounded number of firings of the internal transitions
between succéssive firings of input/output tramsitions. Thus if a Petrl net
is viewad #s & black box and the firing of 8ny of the imput/output transitions
is viewed as interaction with the cutside world, promptness will guarantee that
there will be no more than a bounded mumber of events inside the box between
successive interactions with the outside world. Nets which respond te inputs
within a fixed number of firings of internal transitions are a special
kind of prompt net.

Since the lack of promptness implies uncertainty about the regponse time

and the resources consumed by the system represented by the net, transformations
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of nets which preserve the external functional behavior of the net but eliminate
the nnn-promptness are of great interest. The need to transform non-prompt

nets into prompt nets also arises in the process of reducing one net to

another to show their equivalence.

The nature of the non-promptness of nets can be characterized by.the type
of nets that result when the input/output transitions of a net are deleted
together with their aggociated arcs; if the resulting nets are state machines,
then we say that the net hag nan-promptness of the state machine type. Thus
we can have non-promptuess of marked graph type, free choice net type, state
machine decomposable net type and of the types of other classes of subnets we
know, We have found transformations that eliminate the state machine type of
non-promptness which involve collapsing all the places of the state machinpe
into ome place with number of Lokens equal to the sum of tokens in all places
of the state machine [Appendix]. The class of nets we propose to study inp-

cludes nop-safe nets, i.e. nets which nmay have multiple tokens in the places.

+ We propose to find answers to the open question of whether all Petri
nets can be transformed into functionally equivalent prompt nets, and
we propose to find transformations to eliminate unpromptness of the
cther types such es marked graph ctype, free choice type and state maahlne

decomposable type if such transformations exist.

AJ. TPERSISTENT NETS

The theory of marked graphs {4, 13, 19, 21, 25, 27] 1g now well understoad.
Matrked graphs are a subclass of the class of persistent Petri nets. A per-
sistent net is one in which an enabled transition is disabled only as the re-

sult of it being fired. We propose to study persistent nets to obtain the
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marked graph-like results to cover the persigtent nets. In particular we

propose the following.

* We propose to study the liveness and deadlock question for persiastent

netsl

» Transformation of non-safe persistent nets into equivalent marked graphs.

B. DIGITAL SYSTEMS

Faithful realization of'a system description as & physical system is an
important problem. Digital systems are realigzed eithér as asynchramous or as
synchronous systems. Work on speed-independent circuits [16, 30, 35, 38, 39,
461, and modular realization of digital systems [5, 6, 7, 9, 12, 14, 15, 17,

18, 36, 37, 42, 45, 46, 47] is an attempt to realize correctly functioning
asynchronous systems. We have investipgated the agynchronous modular reatlization
of Petri nets [18, 42, 46, 47] and parallel schemata [15, 47]. Tn the physical
realization of many systems one requires an arbiter to control access to re-
sources or resolve conflicts. In such systems the correctness of the system
critically depends on the correct functioning of arbiters. Synchronous systems
use both arbiters amd synchronizers. Practical and theoretical evidence indicates
that arbitration cannot be always performed in a fixed amount of time [10, 11,
337. We have shown that synchronizers and arbiters are very closely related;
one can realize a synchronizer from a hounded delay arbiter and a bounded delay
arbiter from a synchronizer. We have also shown that a synchronizer which
operates in a fixed npumher of cleck periods can be realized from a synchronizer
which takes an unbounded number of clock periods under eritical operation

{1, 48} (Attachment D).



97

If the assertion that arbitration cannot be done in a fixed length of
time is true, the synchronizers and arbiters used in synchronous systems will
have a finite probability of failure. The schemes for reducing this proba-
bility to ap acceptable low value then becomes very important. We have in-
vestigated iterative structures fof improving both synchronizers and arbiters,
The iterative structures achieve low probability of error from the fact that
the probability of the failure of a two-stage device is equal to the product
of the probability of the failure of the individual stages We have also found
4 new principle for realization of asynchronous arbiters which enabled us to
obtain what appears to be the smallest physical realization of an asynchronous
arbiter. This realization requires only a single flip-flop and two threshold
elements, which is considerably smaller than the agsynchronous arbiter cirecuits
reported so far.

Our work om symchronizers and arbiters has led us to the hjpothesis that if
we éccept the premise that arbitration cannot be done in a bouhﬂed length of
time, then no pon-functional computation can be physically realized in bounded
length of time. At the same time we hypothesize that all functional computa-
tions that involve only a bounded mumber of steps can always be physically
realized in asynchronous systems which take only a bounded length of time to
perform the computation. Surprisingly the functional system_éannot be correctly
realized as a synchronous system because the synchronization problem makes it
impossible for one to be assured that the data sent to a synchronous system
will be correctly received by the system. Many times a functionel computatinon
is realized in a system which is internally non-functional even though at the
Output terminal it is functional., Such a System may take an unbounded length
of time to respond to imputs because of the internal non-functionality Ve have

examples which show that for some class of system yealizations if one is
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provided with many copies of such systems one is able to construct a bounded

delay system ocut of them.

* We propase to fully explore the philosophical questions raised abeve
in the hope of gaining insight into the fundamentals of physical

realizability of systems,

* We propse to examine other interesting structures for realization of
synchronizers and arbiters and study multi-input arbiters and the

synthesis of multiple arbiter systemsa.

We have used a digital laboratory for our work on arhiters and asynchronous
digital circuits. We built and tested ilLerative arbiters apd multi-input
arbiteis in this laboratory. The laboratory has also provided many under-
graduate students with interesting projects on agynchronous digital systems
and has been of great educational benefit to them. We would like continued
use of the labaratory and request 52,000 per vear for components and materials

needed in the laboratory.
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Appendix

Transformation of Non-Prompt Nets into Prompt Nets

We shall again state what promplness means: A system is prompt if it per-
forms at most 2 bounded number of internal transactions betﬁeen any successive
input/output transactions.. The lack of promptpess means that the system
may make an upbounded mumber of internal transactions between two input/output
transactions. Asg ap illustration of a non~-prompt system consider the system
consisting of the four cyelic pfocesses handling semaphores shown in Figure 1.
In this system, the input is received through semaphore X and output is sent
through Y and Z, apd therefore all semaphore primitives that operate on these

semaphores will be regarded as per forming input/output transactions., The

- semaphores L and R are internal semaphores. Basically, the action of the

processes is to increment either semaphore Y or semaphore Z for each increment
made to semaphore X, If incrementing a semaphore is'regarded as giving a token
of information and decrementing as taking a token away, we can describe the
actions of the four processes as follows: Process Pl takes the token of informa-
tion from X end sends it to process P, whereupon the process P2 juggles the
token between semaphore variabies L and R just the way a juggler might juggle a
ball hetween the left and right hamds. Process P3 can take the .token only when
it is in semaphore L and ptocess PQ only when it is in semaphore R. The system
is non-prompt because the process P2 may juggle the token an unlounded number
of times before either process P3 or Pa gets it.

The Petri net of Figure 2a presents a schematic representation of the above
system where the gemaphores are represented by places and the instructions by
transitions. Transitions to» td and te are input/output transitions while
transitions t, and t, ére internal tramsitions. Because transitions ty and tc

may fire an indefinite number of times between the firiogs of ¢t , £, and ¢ ,
a d e



100

this net is not prompt. But this net can be transformed into a prompt net
by collapsing the subnet consisting of places 1 and R and the transitions
tb and tc into one place 3. The resulting prompt net is equivalent to the
hon-prompt net as far as the functiomal input/output behavior is concerned,
The prompt semaphore system resulting from this transformation is shown in
Figure 3.

We have chosen Petri nets for studying the transformation of non-prompt
Bystems into prompt systems because Petri nets provide a convenient model for
the representation of such aspects of systems and because thej are caﬁable of
being 2nalyzed easily. The questions we will be asking are these: What clasg
cf non-prompt nets can be transformed into functionally equivalent prompt
Petri »ots and what these transformations arae,

It appears that the reduced net that.is obtained by deleting a11 the input/
output transitions together with the arcs connected to them, completely character~
izes the type of non-promptness the met has. TFor example, we say that a pet
has non-promptness of the state machine type if the reduced net is a non-empty
collection of state machines. The transformation of such 2 net involves col-
lapsing each state machine into a single place with a token count equal to the
sum of the tokens of all the places in the state machine. For example, the
net of Figure 4a is transformed into a prompt net by cnllapsing the state
machine consisting of places w, X, ¥, and 2z and transitions ta"tb’ tc, td and
t, into one single place X as shown in Figure 4b,

Our study has ghown that this simple transformation does not work for the
othef types of non-promptness. We propose to study non-promptness of the
marked graph type, the free choice net type and the state machine decomposable
net type, and investigate the question whether all non~prompt Petri nets can
be transformed into prompt nets. If all nets cannot be transformed into prompt

nets we propose to find a net that cannot be so trapsformed and produce a
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formal proof to estahlish that fact,

The study of promptness is useful because in reducing @ net to show that
it is functionelly equivalent to ahother, one often encounters nets which are
non-prompt, and the non-promptness must be eliminated in order to show that
the nets are equivalent. Furthermore, the study of promptnésé ghould provide

new insight into the fundsmentals of systems.
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F | Py Py T4
a PIX1] : B: PIL] y: P[L] €: P[R]
V(L] IRl 8: VY] pt V[Z]
8Oto o P[R] &oto y Eoto g
V[L]
goto B

I/0 instruction = {g, 5, pJ

Figure 1. A non-prompt semaphore system.

I/0 transition = [ta’ ty ge}

a) b)

Figure 2. Petri net representation and transformation into a prompt system.
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Pl P . By

ot PlX] y: P[S] €: P[5]
v[s) 8: V[Y] p: Viz]
goto w goto o goto £

I/0 instructions = {y, 6§, p)

Figure 3, Prompt semaphore system,

(a) (b)

Figure 4. Traunsformation of the non-promptness of the sta*s machine type.
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